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Augmented reality (AR) seamlessly overlays virtual objects onto the real world, enabling an exciting new
range of applications. Multiple users view and interact with virtual objects, which are replicated and shown
on each user’s display. A key requirement of AR is that the replicas should be quickly updated and converge to
the same state; otherwise, users may have laggy or inconsistent views of the virtual object, which negatively
affects their experience. A second key requirement is that the movements of virtual objects in space should
preserve certain integrity properties either due to physical boundaries in the real world, or privacy and safety
preferences of the user. For example, a virtual cup should not sink into a table, or a private virtual whiteboard
should stay within an office. The challenge tackled in this paper is the coordination of virtual objects with low
latency, spatial integrity properties and convergence. We introduce “well-organized” replicated data types
that guarantee these two properties. Importantly, they capture a local notion of conflict that supports more
concurrency and lower latency. To implement well-organized virtual objects, we introduce a credit scheme
and replication protocol that further facilitate local execution, and prove the protocol’s correctness. Given
an AR environment, we automatically derive conflicting actions through constraint solving, and statically
instantiate the protocol to synthesize custom coordination. We evaluate our implementation, Hambazi, on
off-the-shelf Android AR devices and show a latency reduction of 30.5-88.4% and a location staleness reduction
of 35.6-75.6%, compared to three baselines, for varying numbers of devices, AR environments, request loads,
and network conditions.

CCS Concepts: • Theory of computation→ Distributed computing models; • Software and its en-
gineering→ Distributed systems organizing principles; • Human-centered computing→Mixed /
augmented reality.
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1 Introduction
Augmented reality (AR) is one of the key technologies driving the next generation of mobile
applications. AR allows users to view virtual objects overlaid on top of the real world, with
applications in entertainment (e.g., Pokemon Go), workspaces (e.g., Apple Vision Pro), education
(e.g., spatial understanding [1]), and public safety (e.g., firefighting [19]), as illustrated in Fig. 1.
Industry has made huge investments in the space, with Apple announcing its own AR headset in
June 2023. In multi-user AR applications,multiple users view and interact with the same set of virtual
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objects simultaneously. For example, two users could attempt to interact with a virtual cheese at
the same time, and move the cheese in opposite directions, as shown in Fig. 1b. User devices need
to coordinate on the position of the virtual objects, and then quickly render them for all users. The
replicas of a virtual object should eventually converge to the same position.

(a) Education [1]:

Users collaboratively

complete 3D puzzles.

(b) Fun: Users

simultaneously

move holograms.

(c) Public safety: Firefight-

ers move the virtual “exit”

sign for safe navigation.

Fig. 1. Examples of multiple AR users interacting with virtual objects.

Unfortunately, coordination
and communication delays
arise in practice, preventing
multiple users from quickly
observing updates to the vir-
tual objects. Glitches, jumps
and rollbacks can affect AR
user experience. In order to
provide the AR users with
the desirable quality-of-experience [4,
21], AR demands low latency
between the time a user interacts with a virtual object to the time it is updated on the display.
Further, a key twist arises from the AR context: virtual objects are overlaid onto the real world, and
should interact with the real world in physically meaningful ways. In particular, virtual objects
are expected to maintain an integrity property: they should never enter restricted zones. Examples
include physical boundaries (e.g., a virtual billiards ball should not enter a wall). Restriction zones
can be further imposed by the user or by the system, such as by user’s privacy policies (e.g., a
private virtual whiteboard should not be moved outside an office [82]), by safety and security
policies (e.g., a virtual object should not leave a user-drawn safe playing area [62]), or by reliability
policies (e.g., preventing occlusion of critical information in a dangerous area during human-robot
interactions [89]). These restriction zones could also be moving (e.g., a virtual object should not
occlude a pedestrian walking in the user’s field of view [50]).
Coordination for emerging user-centric applications [20] that satisfies all three requirements –

convergence on the position of a virtual object, while respecting the restricted zones, and doing
so with low latency – is challenging. ARCore (Google’s Android API for AR) records the state of
the AR session in a Firestore database [34, 35] and can provide optimistic concurrency control
wherein users read the current state, perform a computation and then submit a write. In the
interim, if another user made an update that invalidated the read values, the write is re-tried a
fixed number of times before failing. However, this approach incurs significant latency from two
sources: (a) communication latency to an edge/cloud server can be hundreds of milliseconds; (b)
when multiple users contend to update the same state, it leads to high failure rates and multiple
re-tries, increasing latency. Another approach is “netcode”, deployed by major game engines to
manage player positions, hit points, etc. [31, 58, 90, 91]. Essentially, users optimistically execute
their actions locally and then reconcile their actions with the server, and roll back if consistency
issues arise. The major issue with this approach is that rollback leads to poor user experience (e.g.,
the virtual billiards ball will retrace its path).
In this paper, we take a principled look at multi-user interactions with virtual objects in AR.

We study the following question: can we automatically construct protocols that coordinate
the interactions of multiple users on virtual objects with low-latency and convergence,
and without entering restricted zones and rollbacks? Our main design philosophy is hybrid
consistency [7–9, 26, 36, 40, 41, 51–55, 87], allowing local actions without coordination in order
to meet low latency goals, and coordinating when necessary in order to provide convergence
and integrity (i.e., avoiding restricted zones). We then introduce the notion of well-organized
replicated data types that guarantee convergence and integrity. Well-organization is inspired by
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well-coordination [40] and allows processes to make local updates without coordination wherever
possible. Although some users’ viewsmay be temporarily stale, they eventually converge. Compared
to well-coordination, well-organization introduces two new key ideas that reduce latency: the
notion of conflict is defined locally considering the current state rather than globally for every
state, and it does not track and propagate dependencies.
To preserve integrity and convergence, well-organization requires certain conditions for the

execution and propagation of actions; in particular, conflicting actions should have the same
order across processes. We introduce a credit scheme and replication protocol that implements
well-organized replicated data types for AR applications, and prove that the implementation is
correct. Each action needs to acquire enough credit to prevent its conflicting actions. Importantly,
if the current user’s process already has enough credit, it does not need to communicate with any
other users’ processes to avoid conflicts, thus preserving integrity without global synchronization.
One challenge is that users can launch AR applications in arbitrary environments with unique
restricted zones. The protocol is parametric in terms of these conflicts. We formally define conflicts,
automatically calculate conflicting actions using off-the-shelf constraint solvers, and then statically
instantiate the protocol with the pre-computed conflicting actions. In other words, we synthesize a
custom protocol for a given AR environment.

To evaluate our protocol, we implement it in a system calledHambazi on Google ARCore Android
devices. We compare Hambazi with three baseline methods (well-coordination, netcode principles
from game design, and Google Firestore) and demonstrate up to 88.4% reduction in average latency,
and 75.6% reduction in location staleness. In summary, the main contributions of this paper are:
• Problem formulation of spatial coordination of multi-user AR applications.
• Well-organized replicated data types that guarantee convergence and integrity (§ 3).
• Spatial coordination protocol that implements well-organization without synchronization, with

a fault tolerance mechanism, and proof of correctness (§ 4).
• Implementation of Hambazi that synthesizes correct-by-construction coordination for given
AR environments, and its empirical evaluation on Android devices (§ 5).

Next, we start with an overview with an example and high-level intuitions.

2 Overview
Multi-user AR preliminaries. Consider a multi-user AR application that keeps the current
location 𝑙 of a virtual object. For example, Fig. 2a shows a virtual ball on a real world billiards table.
The spatial integrity property ℐ for the location of the virtual object is to stay within an area 𝐵, and
not enter a restricted zone 𝑅. In our example in Fig. 2a, 𝐵 is the whole rectangular area, and 𝑅 is
the red restricted zone in the right-bottom corner. A user can call the method move(𝑎) at a process
to move the object, which is communicated to the other processes. The action 𝑎 has a direction 𝑑
and magnitude 𝑚 where the directions are𝒟 = {𝑋+ , 𝑋− , 𝑌+ , 𝑌−}, corresponding to right, left, up,
and down respectively. (Our experiments in § 5 consider more general 3D use-cases.) (When clear
from the context, we use method “call” and “action” interchangeably.) The replicated object should
preserve the above integrity property, and the states of all processes should eventually converge.
Conflicting actions and well-organization. Consider the example execution in Fig. 2a.

Process 𝑝1 (blue color) executesmove(𝑎1)which pushes the AR object to the right. The callmove(𝑎1)
is permissible; the resulting location move(𝑎1)(𝑙) satisfies the integrity property as it is within 𝐵
and outside of 𝑅. Simultaneously, process 𝑝2 (purple color) executes the move move(𝑎2) without
𝑝1’s knowledge, pushing the AR object downwards. From 𝑝2’s point of view, 𝑎2 is also permissible.
Now, if move(𝑎1) propagates to process 𝑝2 and is executed there, the resulting final location
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move(𝑎1)(move(𝑎2)(𝑙)) is in the restricted zone 𝑅, and thus, violates the integrity property. This is
an example of what we call a permissible-right conflict of the move method with itself: as Fig. 2b
(bottom diagram) shows, at a location 𝑙, the method call move(𝑎1) is permissible; however, when it
moves to the right ofmove(𝑎2), it is not permissible anymore, i.e., violates integrity (¬ℐ). As Fig. 2b
shows (top diagram), starting from the pre-state location 𝑙′, when move(𝑎1) moves to the right of
move(𝑎2), it stays permissible, i.e., preserves integrity (ℐ).

integrity
OK!

integrity
violated!

4 Y-
credits

acquired

108642

8

6

4

2

(a) Conflicting actions.

p2

p1
a1

I

¬Ip2

p1
a1

a2

a1

a1

l0

l

a2

(b) At 𝑙′, 𝑎1 permissible-right commutes with

𝑎2. At 𝑙, 𝑎1 permissible-right conflicts with

𝑎2.

Fig. 2. Conflicting actions in an AR applica-

tion. The integrity property requires the ball

to not enter the red area. At 𝑙, action 𝑎1 is
not right-commutative with 𝑎2: if 𝑎1 occurs
after 𝑎2, the ball enters the red area.

To coordinate replicated virtual objects, we propose
a new hybrid consistency model called well-organization
that builds on prior work on well-coordination [40],
with key differences. Well-coordination requires con-
flicting calls to be synchronized with each other (using
a total order broadcast) while other calls can proceed
without synchronization. However, well-coordination
is overly conservative in its notion of conflict. In brief,
well-coordination defines conflict globally no matter the
state: if there exists any pre-state 𝜎 where a call 𝑐1
permissible-right conflicts with another call 𝑐2, then 𝑐1
conflicts with 𝑐2. In the example above, at the initial
pre-state 𝑙, the two calls move(𝑎1) and move(𝑎2) conflict.
Thus, according to well-coordination, they are consid-
ered conflicting globally in the application. This leaves no
room for concurrency between them (even at pre-state 𝑙′);
they should have the same order across all processes. In
contrast to well-coordination, in this work, we observe
that from a pre-state to another, the set of conflicting
calls can be different, and introduce well-organization
that defines the notion of conflict locally for each pre-
state. In the example in Fig. 2a, starting from the higher
pre-state 𝑙′, if move(𝑎1) propagates to process 𝑝2 and
moves right to after move(𝑎2), it still satisfies integrity
(ℐ). Thus, at the pre-state 𝑙′, move(𝑎1) does not conflict
with move(𝑎2), and processes 𝑝1 and 𝑝2 can execute move(𝑎1) and move(𝑎2) concurrently. There-
fore, well-organization supports more concurrency that leads to lower latency. We formally define
well-organization with this notion of local conflicts, and further a new treatment of dependencies
in § 3, and prove that it guarantees integrity and convergence.
Coordination. Conflicting actions should have the same order across all processes. This is

often achieved by broadcasting conflicting actions to a total-order broadcast instance. In contrast,
Hambazi avoids coordination and thus reduces latency. It allows processes to execute even con-
flicting actions locally wherever possible. We propose a credit scheme where each dimension has a
total amount of credit corresponding to its length in the boundary 𝐵. For example, in Fig. 2a, 𝐵
has width 10 units, and there are a total of 10 credits across the 𝑋+ (right) and 𝑋− (left) directions.
The ownership of credits is equally distributed between processes. A process can transfer credits
to another. If a process owns the required credit for an action, it can take the action locally, and
simply propagate its update to other processes. For example, in Fig. 2a, a process seeking to move
the virtual object right by 7 units must have at least 7 𝑋+ (right) credits available. Moving in a
direction spends credit in that direction, and yields credit in the opposite direction.

Bounded counters [8, 10] similarly escrow values at processes, but their naive application cannot
solve the spatial coordination problem. This is because the integrity property of not entering
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restriction zones is on the values of all dimensions, and cannot be stated as independent invariants
on each dimension. For example, in Fig. 2a, the constraint is that 𝑥 < 2 when 𝑦 < 4, and 𝑥 < 10
when 𝑦 > 4. The constraints on 𝑥 and 𝑦 are coupled, and a single bound on 𝑥, and a single bound
on 𝑦 would fail to capture it. Preserving numeric invariants in a multi-dimensional space is more
involved: actions in one dimension can conflict not only with other actions in the same dimension
but also actions of other dimensions. In Fig. 2a, we saw that, at 𝑙, 𝑎1 in direction 𝑋+ (right) by
process 𝑝1 permissible-right conflicts with orthogonal 𝑌− (down) actions such as 𝑎2 by process
𝑝2. Our key coordination idea is to request and hold sufficient credits to prevent the execution of
conflicting actions. Thus, before 𝑝1 takes action 𝑎1 (blue color), it gathers and keeps 4𝑌− credits out
of a total of 7 available at that location 𝑙. That prevents 𝑝2 (or any other process) from concurrently
making the downward action 𝑎2 that needs 4 𝑌− credits. Once 𝑝1 is done taking action 𝑎1, it can
release those down credits back to other processes. We present the complete protocol and prove
that it implements well-organization in § 4.
We formally define conflicts, and given an AR environment, use constraint solvers to statically

determine for each location the set of conflicting actions, and the number of credits that should be
acquired in each direction to prevent them. The protocol is parametric and is statically instantiated
with the solver results to synthesize efficient protocols for the given AR environments.

3 Well-Organized Replicated Data Types

𝑜 B ⟨Σ,ℐ , 𝑢 B 𝑑, 𝑞 B 𝑑⟩ Object
𝜎 : Σ State
ℐ Invariant (Integrity)
𝑢 : 𝑈 Update Method
𝑞 : 𝑄 Query Method
𝑑 : 𝜆𝑥, 𝜎. 𝑒 Definition
𝑒 Expression
𝑣 : 𝑉 Value
𝑝 : 𝑃 Process or Replica
𝑟 : 𝑅 Request Identifier

𝑐 : 𝐶 ≔ 𝑢(𝑣)𝑟𝑝 Update Method Call
𝑞(𝑣) Query Method Call

ℓ B Call(𝑝, 𝑐) Label
| Prop(𝑝, 𝑐)
| (𝑝, 𝑞(𝑣))

𝜏 B ℓ ∗ Trace

Fig. 3. Syntax

In this section, we introduce well-organized repli-
cated data types. Well-organization is inspired
by well-coordination with two novelties. Firstly,
in contrast to well-coordination that requires
invariant-commutativity globally for all possible
pre-states where a call is being executed, well-
organization requires it locally only for the current
pre-state. This subtle difference allows more con-
currency under well-organization. Secondly, we
observe that, interestingly, certain checks in well-
coordination that track and propagate dependen-
cies are in fact unnecessary. Well-organization pro-
vides the same guarantees of convergence and in-
tegrity more efficiently.

We first present how an object data type, includ-
ing its integrity properties, can be simply specified.
We then present the core operational semantics
for well-organized replicated data types, and prove
that it guarantees integrity and convergence. This abstract semantics will serve as the specification
for our AR replication protocols in the following section (§ 4).

3.1 Replicated Data Types
In this subsection, we adopt and extend basic definitions from well-coordination [40] that we will
use later for the semantics of well-organization.
Data Types. As Fig. 3 shows, a class of objects is a tuple ⟨Σ,ℐ , 𝑢 B 𝑑, 𝑞 B 𝑑⟩ that defines

the state type Σ, the invariant (or integrity property) ℐ on the state, and the definitions of the
update methods 𝑢 and query methods 𝑞. The invariant (or integrity) ℐ is a predicate on the state
(e.g., non-negative balance for a bank account). For example, ℐ(𝜎) states that the invariant ℐ holds
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for the state 𝜎. The definition of an update method 𝑢 is a function from the parameter and the
pre-state 𝜎 to the post-state. An update call 𝑐 is an update method 𝑢 applied to an argument value
𝑣. Two calls 𝑐 and 𝑐′ can be composed 𝑐 ◦ 𝑐′ with the standard function composition operator ◦.
Similarly, the definition of a query method is a function from the parameter and the pre-state 𝜎
to the return value. The object is replicated on the set of processes 𝑃. Clients can request update
calls 𝑢(𝑣) or query calls 𝑞(𝑣) at every process 𝑝, and processes coordinate these calls. Calls have
unique request identifiers 𝑟. An update call is decorated with the issuing process 𝑝 and the request
identifier 𝑟. (We omit these decorations when they are not needed or are evident from the context.)
A label ℓ for a call request contains the pair of the issuing process, and an update or query call, and
a trace 𝜏 is a sequence of labels.

ss : 𝑃 ↦→ Σ Replicated State
xs : 𝑃 ↦→ List(𝐶) Replicated Execution
𝑊 B ⟨ss, xs⟩ World
𝑊0 B ⟨[𝑝 ↦→ 𝜎0]𝑝∈𝑃 , [𝑝 ↦→ ∅]𝑝∈𝑃⟩ Initial World

Fig. 4. Replicated State

Replicated State. The state of the
given object is replicated across processes,
as shown in Fig. 4. The replicated state ss is
a mapping from each process 𝑝 to its state
𝜎. The execution history 𝑥 of a process is
modeled as a sequence of calls. Since query
calls do not mutate the state, an execution
history only keeps update calls. We write 𝑐 ∈ 𝑥 to denote that the call 𝑐 is in the history 𝑥. The
application 𝑥(𝜎) of a history 𝑥 to a state 𝜎 is the application of the composition of the sequence of
calls of 𝑥 to 𝜎. Unique identifiers make histories isograms, i.e., strings that contain no repeating
occurrence of the alphabet. An execution history x defines a total order on its calls: we write 𝑐 ≺x 𝑐′
if the call 𝑐 precedes the call 𝑐′ in the execution history x. A replicated execution xs is a mapping
from each process to its execution history. The state𝑊 of our operational semantics is the pair
of the replicated state ss and the replicated execution xs. In the initial state 𝑊0, the state of all
processes is the same state 𝜎0 (which satisfies the invariant ℐ), and their histories are empty.

Coordination Conditions. We now define the coordination conditions in steps. For the sake
of brevity, we elide the definition environments.
State-conflict. We say that a replicated execution is convergent if all processes store the same

state, after all calls are propagated to all processes. Consider a replicated set. As shown in Fig. 6b,
if two processes execute an add call 𝑐 and a remove call 𝑐′ for the same element with different
orders, then their states can diverge. We say that two method calls 𝑐1 and 𝑐2 𝒮-commute, written
as 𝑐1 ⊳⊲𝒮 𝑐2, if 𝑐1 ◦ 𝑐2 = 𝑐2 ◦ 𝑐1. Otherwise, they 𝒮-conflict, written as 𝑐1 ⊲⊳𝒮 𝑐2, and need to
synchronize with each other. An object is 𝒮-commutative if all pairs of calls on it 𝒮-commute.
Integrity and Permissibility. The state of the object is expected to maintain its integrity (i.e.,

satisfy the invariant). For example, the balance of an account is expected to stay non-negative.
The body of each method can rely on the invariant in the pre-state. It is then expected to preserve
the invariant in its post-state. The notion of permissibility requires the invariant to hold in the
post-state: we say that a method call 𝑐 is permissible in a state 𝜎, written as 𝒫(𝜎, 𝑐), if ℐ(𝑐(𝜎)).
(An impermissible call should not be executed; it should be either rejected, or retried later.) In the
execution history of a process, the post-state of a call is the pre-state of the next call. The initial
state 𝜎0 is assumed to satisfy the invariant. Therefore, since every call is permissible in its pre-state,
then by induction, every call enjoys integrity in its pre-state. Permissibility leads to integrity. Thus,
our next definitions are based on permissibility.
Invariant-sufficiency. There are calls that are always permissible as far as they are applied to

a state that has integrity. For example, a deposit call never overdrafts the account. Thus, in order
to keep them permissible when they are propagated to another process, it is sufficient to execute
them on a pre-state that has integrity. We say that a call 𝑐 is invariant-sufficient if for every state 𝜎,
if ℐ(𝜎) then 𝒫(𝜎, 𝑐).
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Permissible-Right-Commutativity. However, not all calls are invariant-sufficient. For example,
consider an account with balance state 𝑏. Consider the execution in Fig. 6b. A withdraw(𝑏/2)
call 𝑐 is permissible in process 𝑝 but is impermissible in process 𝑝′ where it is executed after a
racing withdraw(𝑏) call 𝑐′ that depletes the balance. In the process 𝑝′, 𝑐 is pushed to the right of
𝑐′. However, if 𝑐 is withdraw(𝑏/2), and 𝑐′ is withdraw(𝑏/2), then 𝑐 will stay permissible in the
other process when it is executed after 𝑐′. Similarly, if a withdraw(𝑎) call 𝑐 is permissible with a
balance 𝑏, then it will stay permissible in the other process when it is executed after any racing
deposit(𝑎′) call 𝑐′. A call 𝑐 𝒫-R-commutes with another 𝑐′ at a state 𝜎 at the pre-state 𝜎, written
as 𝑐 ⊲𝜎𝒫 𝑐′, if at the pre-state 𝜎, permissibility of 𝑐 holds even after it is pushed right after 𝑐′; more
precisely, if 𝒫(𝜎, 𝑐) then 𝒫(𝑐′(𝜎), 𝑐). For example, the withdraw(𝑏/2) call 𝒫-R-commutes with the
withdraw(𝑏/2) call at the balance 𝑏. A call 𝑐 𝒫-R-commutes with another 𝑐′, written as 𝑐 ⊲𝒫 𝑐′, if
it does so for every pre-state 𝜎. A withdraw(𝑎) call 𝒫-R-commutes with a deposit(𝑎′) call.

Invariant-conflict. We say that 𝑐 ℐ-commutes with 𝑐′ at a pre-state 𝜎, written as 𝑐 ⊲𝜎ℐ 𝑐′, if 𝑐 is
invariant-sufficient, or if 𝑐 ⊲𝜎𝒫 𝑐′. For example, a deposit call ℐ-commutes with any other call at
any balance, and the withdraw(𝑏/2) call ℐ-commutes with the withdraw(𝑏/2) call at the balance 𝑏.
Otherwise, 𝑐 ℐ-conflicts with 𝑐′ at 𝜎. For example, the withdraw(𝑏/2) call ℐ-conflicts with the
withdraw(𝑏) at the balance 𝑏. A call 𝑐 ℐ-commutes with another 𝑐′ written as 𝑐 ⊲ℐ 𝑐′, if it does so
for every pre-state 𝜎. For example, a deposit call ℐ-commutes with any other call. Otherwise, 𝑐
ℐ-conflicts with 𝑐′. For example, a withdraw call ℐ-conflicts with a withdraw call.
Conflict. We say that two calls 𝑐 and 𝑐′ commute, written as 𝑐 ⊳⊲ 𝑐′, if they both 𝒮-commute

and ℐ-commute with each other. Otherwise, we say that they conflict written as 𝑐 ⊲⊳ 𝑐′. A call is
conflict-free if it does not conflict with any other call. For example, a deposit call is conflict-free.
Permissible-Left-Commutativity. There are calls that are dependent on their preceding calls to

preserve the invariant. For example, consider Fig. 6e. The withdraw call 𝑐 at 𝑝′ is dependent on the
money deposited by a preceding deposit call 𝑐′; when the withdraw call 𝑐 propagates to process 𝑝,
it arrives before the deposit call 𝑐′, and it overdrafts. The call 𝑐 is effectively moved to the left of 𝑐′.
A call 𝑐′ 𝒫-L-commutes with a call 𝑐, written as 𝑐′ ⊳𝒫 𝑐, if permissibility of 𝑐′ holds even if it is
moved left before 𝑐; more precisely, for every state 𝜎, if 𝑐′ is permissible in the post-state of the
call 𝑐 on 𝜎, i.e., 𝒫(𝑐(𝜎), 𝑐′), then 𝑐′ is permissible in 𝜎, as well, i.e., 𝒫(𝜎, 𝑐′). For example, a deposit
call 𝒫-L-commutes with a withdraw call.

Dependency. A call 𝑐′ is independent of 𝑐, written as 𝑐′ ⊥⊥ 𝑐, if 𝑐′ is invariant-sufficient, or 𝑐′⊳𝒫 𝑐.
Otherwise, 𝑐′ is dependent on 𝑐, written as 𝑐′ ⊥̸⊥ 𝑐. If 𝑐 is executed before 𝑐′ in the issuing process
of 𝑐′, and 𝑐′ ⊥̸⊥ 𝑐, then 𝑐′ can become impermissible in another process if 𝑐 is not already executed
in that process. For example, a deposit call is independent of a withdraw call, but a withdraw call is
dependent on a deposit call.

3.2 Semantics
The operational semantics of well-organized replicated data types is presented in Fig. 5. It presents
the rules Call to execute an update call locally, Prop to propagate calls to other processes, and
Query to execute a query call. We will prove that the semantics guarantees convergence and
integrity.

As the label captures, the rule Call accepts an update method call 𝑐 at the process 𝑝, and executes
it locally. The call 𝑐 = 𝑢(𝑣)𝑟𝑝 is decorated with the identifier 𝑟 and the issuing process 𝑝. The rule
first checks that the call 𝑐 is locally permissible 𝒫(𝜎, 𝑐) in the current state 𝜎: if 𝑐 does not preserve
the invariant, it is not accepted. The application can either cancel such a call or retry it later. In
order to synchronize state-conflicts, the rule then checks a condition called CallSComm. Consider
Fig. 6.(a). If the current process 𝑝 has not executed a call 𝑐′ that another process 𝑝′ has executed,
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Call
𝑐 = 𝑢(𝑣)𝑟𝑝 𝒫(𝜎, 𝑐)
CallSComm(xs, 𝑝, 𝑐)

xs′ = xs [𝑝 ↦→ (xs(𝑝) ::: 𝑐)]
CallIComm(xs′, 𝑐)

𝜎′ = 𝑢(𝑣)(𝜎)

⟨ss[𝑝 ↦→ 𝜎], xs⟩
Call(𝑝, 𝑐)
−−−−−−−−→

⟨ss[𝑝 ↦→ 𝜎′], xs′⟩

Prop
𝑐 = 𝑢(𝑣)𝑟𝑝′ 𝑐 ∈ xs(𝑝′) \ xs(𝑝)

𝒫(𝜎, 𝑐)
PropSComm(xs, 𝑝′, 𝑝, 𝑐)
xs′ = xs [𝑝 ↦→ (xs(𝑝) ::: 𝑐)]

𝜎′ = 𝑢(𝑣)(𝜎)

⟨ss[𝑝 ↦→ 𝜎], xs⟩
Prop(𝑝, 𝑐)
−−−−−−−−→

⟨ss[𝑝 ↦→ 𝜎′], xs′⟩

Query
𝑣′ = 𝑞(𝑣)(𝜎)

⟨ss[𝑝 ↦→ 𝜎], _⟩
𝑝, 𝑞(𝑣):𝑣′
−−−−−−−→

⟨ss[𝑝 ↦→ 𝜎], _⟩

CallSComm (xs, 𝑝, 𝑐) B ∀𝑝′, 𝑐′.
𝑐′ ∈ xs(𝑝′) ∧ 𝑐′ ∉ xs(𝑝) → 𝑐 ⊳⊲𝒮 𝑐′

PropSComm (xs, 𝑝′, 𝑝, 𝑐) B ∀𝑐′.
𝑐′ ≺xs(𝑝′) 𝑐 ∧ 𝑐′ ∉ xs(𝑝) → 𝑐 ⊳⊲𝒮 𝑐′

Pending(xs) B
xs \ ∩𝑝 xs(𝑝)

CallIComm(xs, 𝑐) B
∀𝑐 = 𝑢(𝑣)𝑝 ∈ Pending(xs).
PRCommAll(xs, 𝑝, 𝑐)

PRCommAll(xs, 𝑝, 𝑐) B
let 𝑥 B pre(xs(𝑝), 𝑐), 𝜎 B 𝑥(𝜎0) in
∀𝑝′. 𝑐 ∉ xs(𝑝′) →
∀𝐶 ⊆ xs \ (xs(𝑝′) ∪ 𝑥 ::: 𝑐). ∀𝑐′ ∈ compositions(𝐶).
𝑐 ⊲𝜎ℐ (xs(𝑝

′) \ 𝑥) ◦ 𝑐′

Fig. 5. Well-organization semantics. The append operation on lists is written as :::. For histories xs and history

𝑥, we lift set operators to histories. For example, xs \ 𝑥 is the set of calls in xs but not in 𝑥. For a history 𝑥

and a call 𝑐 in 𝑥, pre(𝑥, 𝑐) is the prefix of 𝑥 before 𝑐. For a set of calls 𝐶, compositions(𝐶) is the set of all
(sequential) compositions of 𝐶.

then 𝑐 and 𝑐′ should state-commute. Consider when each of the two calls propagate to the other
process as shown in Fig. 6.(b). If they state-commute, then the two processes converge; otherwise
they can diverge. Therefore, if the two calls state-conflict, the current process 𝑝 should wait for
𝑐′ before executing 𝑐. Thus, as shown in Fig. 6.(c), when 𝑐 is propagated to 𝑝, the two processes
converge. The rule Call also requires the condition CallIComm that we describe below. If the
conditions hold, the new call 𝑐 is appended to the execution history xs(𝑝) of the current process 𝑝,
and the state ss(𝑝) of 𝑝 is updated to the result of applying the call 𝑢(𝑣) to the current state 𝜎 of 𝑝.
The rule Prop propagates a call 𝑐 = 𝑢(𝑣)𝑟𝑝′ (from a process 𝑝′) to the current process 𝑝. The

call 𝑐 is in the history of 𝑝′ but not yet in the history of 𝑝. The rule checks a condition called
PropSComm. Consider Fig. 6.(d). It checks that if there is a call 𝑐′ that is executed before 𝑐 in the
other process 𝑝′, but is not executed in the current process 𝑝, then the two calls 𝑐 and 𝑐′ should
state-commute. Consider Fig. 6.(e), where 𝑐′ propagates to 𝑝 after 𝑐. If the two calls state-commute,
the two processes converge; otherwise, they can diverge. If the two calls state-conflict, the current
process 𝑝 should wait to execute 𝑐′ before 𝑐. As Fig. 6.(f) shows, the two processes execute the two
calls in the same order, and converge. The rule further checks that the call 𝑐 is permissible 𝒫(𝜎, 𝑐)
in the current state 𝜎. If the conditions hold, the call is locally applied at the current process 𝑝.
Let us now consider the condition CallIComm of the Call rule. Consider the execution shown

in Fig. 7.(a) where the new call 𝑐 is being executed. As we saw, the rule Call checks that 𝑐 is
permissible at the issuing process 𝑝. The question is whether 𝑐 will be eventually permissible at 𝑝′,
and delivered there as well. The condition CallIComm leads to this property. Let us see how this
condition supports permissibility of 𝑐 at 𝑝′. Consider the calls that 𝑝 has already executed; in our
example, these calls are 𝑐1 and 𝑐2. We move these calls to the left of 𝑝′ in the same order as 𝑝. (By
induction, they will be eventually propagated and executed at 𝑝′.) We also move the calls that 𝑝′
has executed but 𝑝 has not, to the right of 𝑝′. In our example, these calls are 𝑐′1 and 𝑐′2. Consider
the calls 𝑐1 and 𝑐′1. When 𝑐′1 is executed at 𝑝′, the call 𝑐1 was already executed at 𝑝 but not at 𝑝′.
Therefore, by the state-commutativity conditions above, they can commute in 𝑝′ without changing
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the post-state. The histories resulting from this commute are shown in Fig. 7.(b). (We elide the
process 𝑝′′ and the message passing arrows.) Similarly, the calls 𝑐1 and 𝑐2 have different orders in
the two processes 𝑝 and 𝑝′. Therefore, they can commute in 𝑝′ without changing the post-state.
The histories resulting from this commute (and the execution of 𝑐 at 𝑝′) are shown in Fig. 7.(c). In
this execution, the calls before the new call 𝑐 in 𝑝 are 𝑐1 and 𝑐2. These calls now have moved to the
left in 𝑝′, where they have the same order as 𝑝. Let 𝜎 be the post-state of the composition of 𝑐1
and 𝑐2 at both 𝑝 and 𝑝′. We know that 𝑐 is permissible at the issuing process 𝑝 at its pre-state 𝜎.
Therefore, 𝑐 is permissible after the two calls 𝑐1 and 𝑐2 at 𝑝′ as well. For 𝑐 to be permissible in 𝑝′, it
should be invariant-commutative with respect to the composition of 𝑐′1 and 𝑐′2. Let the composition
of 𝑐′1 and 𝑐′2 be 𝑐

′ = 𝑐′1 ◦ 𝑐′2. Starting from 𝜎, the call 𝑐 should be invariant-commutative with 𝑐′

i.e., 𝑐 ⊲𝜎ℐ 𝑐′. More generally, when 𝑐 is issued, let 𝑥 be the current history xs𝑝 of 𝑝. Consider the
process 𝑝′. The sequence of calls that 𝑝′ has already executed except calls in 𝑥 is xs(𝑝′) \ 𝑥. Let 𝐴
be the set of issued calls that are not executed at 𝑝′ yet. When 𝑐 arrives at 𝑝′, the process 𝑝′ may
have further executed any subset of 𝐴 in any order. Thus, 𝑐 should be invariant-commutative with
xs(𝑝′) \ 𝑥, and then any composition 𝑐′ of any subset 𝐶 of 𝐴. This is the condition PRCommAll for
the pending call 𝑐 itself that CallIComm requires.

CallIComm further requires the condition PRCommAll for the other pending calls. Let us consider
how this condition supports permissibility of 𝑐 at 𝑝′. The set of calls 𝐴 above are already issued
when 𝑐 is being executed at 𝑝. What about calls that are issued after 𝑐 is executed at 𝑝, and before
𝑐 arrives at 𝑝′? For example, consider Fig. 7.(d). The call 𝑐′3 is executed at process 𝑝′ after 𝑐 is
executed at 𝑝 but before 𝑐 is propagated from 𝑝 to 𝑝′. The call 𝑐 should now invariant-commute
with 𝑐′1 ◦ 𝑐′2 ◦ 𝑐′3. Consider when the rule Call is executing the call 𝑐′3 at 𝑝

′. The call 𝑐 is still
pending. The rule Call makes sure that after the call 𝑐′3 is added to 𝑝′, the condition PRCommAll

is maintained for the pending call 𝑐. Thus, when the call 𝑐 propagates to 𝑝′, it can stay permissible
after 𝑐′1, 𝑐

′
2 and 𝑐′3.

Finally, the ruleQuery executes a query call 𝑞(𝑣) at a process 𝑝. The return value 𝑣′ is the result
of applying the call to the current state 𝜎 of 𝑝.
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Difference with Well-coordination. We next discuss the two differences between well-
coordination and well-organization: the local notion of conflict, and not keeping track of dependen-
cies. The former makes well-organization less conservative than well-coordination, and reduces
the pairs of methods that are deemed conflicting and need synchronization. The latter reduces the
space and time overhead of tracking dependencies. Both differences contribute to lower latency.
Well-coordination required invariant-commutativity globally for all possible states, but well-

organization requires it locally only for the current state. Well-coordination checks the following
invariant-commutativity condition for a new call. Consider a call 𝑐 that is issued at a process 𝑝. If a
call 𝑐′ is executed at another process 𝑝′, but is not already executed at 𝑝, then 𝑐 should invariant-
commute with 𝑐′, i.e., ∀𝑐′. 𝑐′ ∈ xs(𝑝′) ∧ 𝑐′ ∉ xs(𝑝) → 𝑐 ⊲ℐ 𝑐′. Otherwise, 𝑝 should wait for 𝑐′.
Invariant-commutativity requires commutativity from any pre-state: a call 𝑐 invariant-commutes
with 𝑐′ if either 𝑐 is invariant-sufficient, or starting from any pre-state 𝜎, if 𝑐 is permissible in 𝜎, then
it is permissible in the post-state of executing 𝑐′ on 𝜎 as well. Therefore, invariant-commutativity
and -conflict are globally defined on all states. For example, in our AR app use-case in Fig. 2,
consider the initial pre-state 𝑙. The call two calls move(𝑎1) and move(𝑎2) don’t 𝒫-R-commute with
respect to each other at 𝑙. Thus, the two calls ℐ-conflict at 𝑙. Thus, according to well-coordination,
the two calls are considered conflicting globally in the application. However, in order to execute a
call 𝑐 at a process 𝑝, well-organization (in the condition PRCommAll) requires 𝑐 to be invariant-
commutative with calls of other processes starting from only the current state 𝜎 of the issuing process
𝑝. Therefore, the notions of invariant-commutativity and -conflict are locally defined for each state.
This subtle difference lets well-organization be much less conservative, and avoid synchronizations
that are not needed for the current state. In our running example in Fig. 2, consider the pre-state
𝑙′. If move(𝑎1) propagates to process 𝑝2 and moves right to after move(𝑎2), the ball does not enter
restricted zones. The call move(𝑎1) 𝒫-R-commutes with respect to move(𝑎2) at 𝑙′. Similarly, the
call move(𝑎2) 𝒫-R-commutes with respect to move(𝑎1) at 𝑙′. Thus, the two calls ℐ-commute at 𝑙′.
Thus under well-organization, at the pre-state 𝑙′, processes 𝑝1 and 𝑝2 can execute move(𝑎1) and
move(𝑎2) concurrently. This example illustrates how, starting from a certain location, a move may
only conflict with a subset of other moves. The conflicting moves that can derail the current move
into restricted zones can be identified according to the current location.
The second difference is that in contrast to well-organization, well-coordination required a

condition called dependency-preservation: when calls are propagated, their dependencies should
be preserved. More precisely, consider a call 𝑐 issued in a process 𝑝. Let 𝑐′ be a call preceding 𝑐 in 𝑝
that 𝑐 depends on. If 𝑐 is executed at another process 𝑝′, then 𝑐′ is expected to have been executed
before 𝑐 in 𝑝′, i.e., ∀𝑐′. 𝑐′ ≺xs(𝑝) 𝑐 ∧ 𝑐 ⊥̸⊥ 𝑐′ → 𝑐′ ∈ xs(𝑝′). For example, in our AR use-case, a
𝑚𝑜𝑣𝑒 call may be dependent on the preceding move call to be permissible. For instance, in our
running example in Fig. 2, if the pre-state is ⟨1, 1⟩, consider a move 4 steps up and then a move 2
steps right. The move to the right is permissible but it needs the move up before it; otherwise, the
ball can enter the restricted zone. Therefore, well-coordination requires tracking and enforcing
these orders. The rule Prop for well-organization that we saw above does not check this condition.
Instead, it requires the call 𝑐 to be permissible in the current state 𝜎 of the receiving process 𝑝′.
(Thus, a call is checked to be permissible not only when the issuing process executes it, but also
when it is propagated to another process.) This optimization is based on the following observation.
A call can become impermissible if its dependencies are missing; the condition above prevented calls
from missing their dependencies. However, there is an easier and less expensive way of ensuring
permissibility: directly checking permissibility. Let a process execute a call that it receives only
if it is permissible at the current state of that process. If the call is not permissible, buffer it and
check again later, similar to calls whose dependencies were not satisfied. By the reliable delivery
guarantees, the dependencies will eventually arrive, and make the call permissible. In fact, the call
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may become permissible even before its (conservative) dependencies arrive, and can be executed
earlier. In our AR use case, well-organization avoids tracking dependencies between move calls,
and instead queues move calls that are received and executes them when they are permissible.

3.3 Guarantees
Every well-organized execution enjoys integrity, convergence and eventual delivery properties.
The detailed proofs of the following theorems are in the appendix.

Integrity is the safety property that the invariant predicate holds for all reachable states of every
process.

Lemma 3.1 (Integrity). For all ss and 𝑝, if𝑊0 →∗ ⟨ss, _⟩ then ℐ(ss(𝑝)).
Convergence is the safety property that processes which have applied the same set of calls have

the same state. We say that two histories 𝑥 and 𝑥′ are equivalent 𝑥 ∼ 𝑥′ if they have the same set
of calls.

Lemma 3.2 (Convergence). For all ss, xs, 𝑝 and 𝑝′, if 𝑊0 →∗ ⟨ss, xs⟩ and xs(𝑝) ∼ xs(𝑝′) then
ss(𝑝) = ss(𝑝′).

As the rule Prop (in Fig. 5) defines, delivering a call 𝑐 has the pre-condition that 𝑐 is permissible
in the current state 𝜎. Therefore, an immediate question is whether every pending call is eventually
delivered. The following theorem answers this question positively: every pending call at any
reachable state can be eventually delivered. More precisely, if at a reachable state 𝑊 , a call 𝑐 is
delivered to 𝑝 but not 𝑝′, then there are steps from𝑊 that deliver 𝑐 to 𝑝′ as well.

Lemma 3.3 (Delivery). For all𝑊 , 𝜏, 𝑝, 𝑝′ and 𝑐, if𝑊0
𝜏−→
∗
𝑊 , (𝑝, 𝑐) ∈ 𝜏, and (𝑝′, 𝑐) ∉ 𝜏, then

there exists 𝜏′ and𝑊 ′ such that𝑊
𝜏′·(𝑝′ , 𝑐)
−−−−−−→

∗
𝑊 ′.

In fact, the same reasoning as the lemma above can show that every pending call will be eventually
delivered in every fair infinite execution. An execution is fair if whenever a rule is enabled, either
it eventually executes, or it becomes permanently disabled. A rule is enabled in a state if that state
satisfies its pre-conditions. More details are available in the appendix.

4 AR Replication
In this section, we first consider AR applications and their conflicting operations. Then, we present
the credit scheme and replication protocol. The protocol is fault-tolerant and can reclaim credits of
failed processes. We state and prove that the protocol refines the well-organization semantics that
we defined in § 3.2. (Detailed proofs are available in the Appendix, § 9.2.)

4.1 AR Apps

Algorithm 1: AR app for board
𝐵 and restricted zone 𝑅

1 class AR-App (𝐵, 𝑅)
2 𝑙 : Location
3 ℐ(𝑙) B 𝑙 ∈ 𝐵 ∧ 𝑙 ∉ 𝑅

4 function move(𝑎 : Action, 𝑙).
5 return 𝑙 + 𝑎

We now define a core AR application and present how
its conflicting actions are automatically calculated.
Core App Specification. Alg. 1 captures the spec-

ification of a core AR app. An AR app is parametric in
terms of the pair ⟨𝐵, 𝑅⟩ of the board 𝐵 and the restricted
zones 𝑅. A virtual object has a location 𝑙. The integrity
property ℐ requires the location 𝑙 of the object to be
within the board 𝐵, and further not enter the restricted
zone 𝑅. Users can call the move(𝑎) method to execute an
action 𝑎 that relocates the object. An action 𝑎 is a pair ⟨𝑑, 𝑚⟩ where 𝑑 is the direction and 𝑚 is the
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magnitude of the action. A direction 𝑑 ∈ 𝒟 is either right 𝑋+, left 𝑋−, up 𝑌+, down 𝑌−, inward
𝑍+, or outward 𝑍−. The operator + is lifted to vector addition.
Conflicts. We now consider conflicts for the AR app that we just defined. First, we show

state-commutativity:

Lemma 4.1. AR-App is 𝒮-commutative.

This is straightforward from the definition of move and the commutativity of vector addition.
The AR-App class does not experience state-conflicts. Let us now consider invariant-conflicts. As
we saw in the Call rule (in Fig. 5), a move should invariant-commute with respect to the moves
that other processes have executed but the current process has not. By definition, a call invariant-
conflicts with another if it is not invariant-sufficient, and does not permissible-right-commute with
respect to the other call. The method move is obviously not invariant-sufficient: even if the starting
location 𝑙 is in the allowed areas, a call move(𝑎) can push the object out of the board or into the
restricted zone. Therefore, invariant-conflict reduces to permissible-right-conflict. Two move calls
can permissible-right-conflict with respect to each other. We saw an example in Fig. 2: move(𝑎1)
(which moves right) is permissible at 𝑙, but not after it is pushed to the right of move(𝑎2) (which
moves 4 units down) or larger down moves. In fact, the action 𝑎2 is the smallest down action that
𝑎1 conflicts with.
Similar to the example in Fig. 7(c), consider a call 𝑐 = move(𝑎) at a location 𝑙, and two other calls

𝑐′1 = move(𝑎′1) and 𝑐′2 = move(𝑎′2) by another process. We want 𝑐 to permissible-right-commute
with respect to 𝑐′1 and 𝑐′2 so that when 𝑐 is propagated to the other process, 𝑐 is permissible in that
process as well, i.e., move(𝑎) ⊲𝑙𝒫 move(𝑎′1) ◦move(𝑎′2). What are the actions 𝑎1 and 𝑎2 that fail this
condition? We want to find those actions and prevent them.

ℐ(move(𝑎, 𝑙)) ∧
ℐ(move(𝑎′1 , 𝑙)) ∧ ℐ(move(𝑎′2 ,move(𝑎′1 , 𝑙))) ∧ ¬ℐ(move(𝑎,move(𝑎′2 ,move(𝑎′1 , 𝑙))))

(1)

The condition fails when the action 𝑎 is permissible at 𝑙, and the sequences of actions 𝑎′1 and
𝑎′2 are permissible at 𝑙, but then 𝑎′1 and 𝑎′2 make 𝑎 impermissible. These constraints fall in the
theory of integer linear arithmetic. Let 𝑎′1 = ⟨𝑑′1 , 𝑚′1⟩ and 𝑎′2 = ⟨𝑑′2 , 𝑚′2⟩. The implementation
uses the Z3 optimizing solver [25] to find the minimum magnitudes 𝑚′1 and 𝑚′2 that make 𝑎 not
permissible-right-commutative.
In the next subsection, we present a protocol that prevents the minimum actions by acquiring

enough credits from other processes. This prevents larger conflicting actions in the same direction
as well, since the credits required to prevent the minimum actions are more than the credits
required to prevent larger actions. Manual calculation of conflicting actions is time-consuming and
error-prone. Given an AR environment, a location 𝑙 and action 𝑎, the implementation automatically
calculates the function conflict-actions that returns the minimum conflicting actions, stores it as a
table, and queries the table during execution. It repeats the above calculation for each sequence
of actions that can make the call 𝑐 not permissible-right-commutative, calculating the minimum
magnitude for each direction.

4.2 Replication Protocol
In § 4.1, we described how the conflicting actions for each current location and action are calculated.
We now present a protocol that is parametric for the conflicting actions.

Conflict-synchronizing Credits. As presented in § 3, in order to preserve the integrity
property, conflicting calls should be synchronized. Classical synchronization mechanisms apply
total-order broadcast and consensus protocols to preserve the same order for conflicting calls
across processes; however, these protocols require multiple rounds of communication. On the other
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hand, multi-user AR applications generally require low response times. Our experiments later
on show that classical protocols cannot meet these requirements. Therefore, in order to reduce
communication, we present a credit mechanism to synchronize between conflicting calls. In brief,
calls need to acquire certain amount of credit to execute. Therefore, synchronization of the current
call with a remote conflicting call is reduced to acquiring enough credit to inhibit the execution of
the other call while the current call is executing. If the process already has the credit required to
prevent conflicting calls, it doesn’t need to communicate with other processes, saving time. Thus,
the credit mechanism facilitates local execution of calls.

Consider the horizontal distance 𝑥+ of a virtual object to a wall (boundary of 𝐵) on its right-hand
side. The object can move 𝑥+ units to the right; we say that there are 𝑥+ credits to move right.
The credits are partitioned and distributed between processes. Further, processes can request and
acquire credit from each other. If a process 𝑖 holds 𝑥+

𝑖
credits, then it can move right up to 𝑥+

𝑖
units locally without communicating with others. Since the total amount of credit in the system is
fixed, the process is certain that it will not push the object past the wall even if other processes
move the object at the same time. Similarly, a process keeps a credit for each other direction. Each
process stores a mapping holding from each direction to the amount of credit in that direction
that it holds. For example, in a three dimensional board, holding is a map from the directions 𝑋+,
𝑋−, 𝑌+, 𝑌−, 𝑍+, and 𝑍−. We note that credits in opposite directions are dependent: moving in a
direction creates credit in the opposite direction. For example, when a process 𝑖 moves an object
right by a magnitude 𝑚, it decreases the credit for 𝑥+

𝑖
by 𝑚, and increases the credit for 𝑥−

𝑖
by 𝑚.

Consider a process that wants to execute an action 𝑎 = ⟨𝑑, 𝑚⟩ to move the object in the direction
𝑑 by the magnitude 𝑚. If the credit holding(𝑑) that the process holds for the direction 𝑑 is more
than 𝑚, it doesn’t need to acquire any more credit to do the action. However, it should first make
sure that the action 𝑎 is synchronized with other actions that conflict with it: we say that the
action 𝑎 should be conflict-synchronizing. If the action is conflict-free, no coordination is needed.
However, if there are conflicting actions (possibly in orthogonal directions), then those actions can
be taken concurrently by other processes, and push the object through the boundaries. Thus, they
should be prevented. Consider an action 𝑎′ that conflicts with 𝑎. Before executing the action 𝑎,
the process acquires enough credit from other processes to leave their credits insufficient to take
the action 𝑎′. For example, in the Fig. 2 scenario, before moving the object right by 𝑎1 from 𝑙, the
process has to acquire 4 down credits to prevent other processes from moving the object down
past the horizontal boundary of the restricted zone.
The function conflict-sync-credit (in Alg. 2 at L. 13) presents the procedure of calculating the

amount of credit that should be acquired to prevent conflicting actions. Given a location 𝑙 and an
action 𝑎, it returns pairs ⟨𝑑, 𝑚⟩ of direction 𝑑 and magnitude 𝑚, such that acquiring 𝑚 credits for
direction 𝑑 prevents conflicting actions. It first retrieves the actions that conflict with 𝑎 (at L. 49).
For example, in Fig. 2, the minimum conflicting action downwards is 4 units at location 𝑙. For each
such action ⟨𝑑, 𝑚⟩, it then calculates the amount of credit that can prevent it (at L. 50). The function
bound(𝑑) is an upper bound on the number of credits available in the system in the direction 𝑑.
In our example, the downward bound is 7 units. To prevent the action ⟨𝑑, 𝑚⟩, less than 𝑚 credits
from the total bound(𝑙 , 𝑑) should be left out. Thus, the current process needs to have more than the
difference of bound(𝑙 , 𝑑) and 𝑚. In our example, 7− 4+ 1 = 4 units of downward credit are needed.

Replication Protocol. We now consider the replication protocol. As Alg. 2 shows, the protocol
uses reliable broadcast rb, and point-to-point links p2p as sub-protocols. Fig. 8 shows a running
example of the replication protocol that we will use to illustrate its main points, following Fig. 2.
The protocol accepts a Move(𝑎𝑟) request to move the object by the action 𝑎. The requests are
decorated with unique identifiers 𝑟 (that can be simply the process identifier and a local request
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Algorithm 2: Credit-based Replication Protocol
1 sub-protocol:
2 rb : ReliableBroadcast
3 p2p : Point2PointLinks
4 vars:
5 loc : Location ⊲ Current location
6 active : Identifier = ⊥
7 holding : 𝒟 ↦→ N ⊲ Local credit map
8 kept : Identifier ↦→ List[Action]

⊲ Credits kept for an action
9 𝑤 : Set[⟨Action, 𝑃⟩] ⊲Waiting updates

10 acks : Identifier ↦→ N
11 ⊲ # of acks received for an action
12 length : 𝒟 ↦→ N
13 upon request Move(𝑎𝑟 ) where active = ⊥
14 active← 𝑟

15 𝑎 ← make-permissible(loc, 𝑎)
16 𝑎𝑠 ← conflict-sync-credit(loc, 𝑎)
17 acquire-credit(𝑎 + 𝑎𝑠𝑟 )
18 withdraw-from-holding(𝑎 + 𝑎𝑠)
19 kept ← kept[𝑟 ↦→ 𝑎𝑠]
20 loc← move(𝑎, loc)
21 bound = bound + (−𝑎)
22 acks(𝑟) ← 1
23 rb request broadcast(𝑎𝑟 )
24 active← ⊥
25 response OK
26 upon rb response deliver(𝑝𝑠 , 𝑎𝑟 )
27 if 𝑝𝑠 ≠ self then
28 if ¬𝒫(loc, 𝑎) then
29 𝑤 ← 𝑤 ∪ {⟨𝑎𝑟 , 𝑝𝑠⟩}
30 else
31 loc← move(𝑎, loc)
32 bound = bound + (−𝑎)
33 p2p request send(𝑠,Ack(r))
34 foreach ⟨𝑎𝑟 , 𝑝𝑠⟩ ∈ 𝑤
35 if 𝒫(loc, 𝑎) then
36 loc← move(𝑎, loc)
37 bound = bound + (−𝑎)
38 p2p request send(𝑝𝑠 ,Ack(r))
39 𝑤 ← 𝑤 \ {⟨𝑎𝑟 , 𝑝𝑠⟩}
40 retry foreach

41 upon p2p response deliver(𝑠,Ack(𝑟))
42 acks(𝑟) ← acks(𝑟) + 1
43 if acks(𝑟) = 𝑛 then
44 ⊲ 𝑛 is # of processes
45 𝑎𝑠 ← kept(𝑟)
46 deposit-to-holding(𝑎𝑠)
47 deposit-to-holding(−𝑎) ⊲ opposite of 𝑎
48 function conflict-sync-credit (𝑙 : Location, 𝑎 :

Action)
49 𝑎𝑠1 ← conflict-actions(𝑎, 𝑙)

⊲ Retrieve actions 𝑎𝑠1 that conflict with 𝑎

50 𝑎𝑠2 ← map

51 (𝜆⟨𝑑, 𝑚⟩. ⟨𝑑, bound(𝑑) − 𝑚 + 1⟩)
52 𝑎𝑠1 ⊲ Calculate credits that prevent 𝑎𝑠1
53 return 𝑎𝑠2
54 function acquire-credit(𝑎𝑠𝑟 : List[Action])
55 foreach ⟨𝑑, 𝑚⟩ ∈ 𝑎𝑠

56 if holding(𝑑) < 𝑚 then
57 𝑚′← fraction(𝑚 − holding(𝑑))
58 rb request broadcast(Debit(⟨𝑑, 𝑚′⟩𝑟 ))
59 vars:
60 𝑞 ⊲ Priority Queue of credit requests
61 upon rb response deliver(𝑝𝑠 , Debit(𝑎𝑟 ))
62 𝑞 ← 𝑞 + (⟨𝑝𝑠 , 𝑎⟩, 𝑟)

⊲ Add with the identifier 𝑟 as priority
63 upon periodic
64 foreach ⟨𝑝𝑠 , ⟨𝑑, 𝑚⟩⟩𝑟 ∈ 𝑞 ⊲ priority order
65 if active = ⊥ ∨ active ≺ 𝑟 then
66 𝑚 ← min(𝑚, holding(𝑑))
67 withdraw-from-holding(⟨𝑑, 𝑚⟩)
68 p2p request send(𝑝𝑠 , Credit(⟨𝑑, 𝑚⟩))
69 upon p2p response deliver(𝑝𝑠 , Credit(𝑎))
70 deposit-to-holding(𝑎)

1 sub-protocol:
2 rb : ReliableBroadcast
3 p2p : Point2PointLinks
4 vars:
5 loc : Location ⊲ Current location
6 active : Identifier = ⊥
7 holding : 𝒟 ↦→ N ⊲ Local credit map
8 kept : Identifier ↦→ List[Action]

⊲ Credits kept for an action
9 𝑤 : Set[⟨Action, 𝑃⟩] ⊲ Waiting updates

10 acks : Identifier ↦→ N
11 ⊲ # of acks received for an action
12 length : 𝒟 ↦→ N
13 upon request Move(𝑎𝑟 ) where active = ⊥
14 active← 𝑟

15 𝑎 ← make-permissible(loc, 𝑎)
16 𝑎𝑠 ← conflict-sync-credit(loc, 𝑎)
17 acquire-credit(𝑎 + 𝑎𝑠𝑟 )
18 withdraw-from-holding(𝑎 + 𝑎𝑠)
19 kept ← kept[𝑟 ↦→ 𝑎𝑠]
20 loc← move(𝑎, loc)
21 bound = bound + (−𝑎)
22 acks(𝑟) ← 1
23 rb request broadcast(𝑎𝑟 )
24 active← ⊥
25 response OK
26 upon rb response deliver(𝑝𝑠 , 𝑎𝑟 )
27 if 𝑝𝑠 ≠ self then
28 if ¬𝒫(loc, 𝑎) then
29 𝑤 ← 𝑤 ∪ {⟨𝑎𝑟 , 𝑝𝑠⟩}
30 else
31 loc← move(𝑎, loc)
32 bound = bound + (−𝑎)
33 p2p request send(𝑠,Ack(r))
34 foreach ⟨𝑎𝑟 , 𝑝𝑠⟩ ∈ 𝑤
35 if 𝒫(loc, 𝑎) then
36 loc← move(𝑎, loc)
37 bound = bound + (−𝑎)
38 p2p request send(𝑝𝑠 ,Ack(r))
39 𝑤 ← 𝑤 \ {⟨𝑎𝑟 , 𝑝𝑠⟩}
40 retry foreach

41 upon p2p response deliver(𝑠,Ack(𝑟))
42 acks(𝑟) ← acks(𝑟) + 1
43 if acks(𝑟) = 𝑛 then
44 ⊲ 𝑛 is # of processes
45 𝑎𝑠 ← kept(𝑟)
46 deposit-to-holding(𝑎𝑠)
47 deposit-to-holding(−𝑎) ⊲ opposite of 𝑎
48 function conflict-sync-credit (𝑙 : Location, 𝑎 :

Action)
49 𝑎𝑠1 ← conflict-actions(𝑎, 𝑙)

⊲ Retrieve actions 𝑎𝑠1 that conflict with 𝑎

50 𝑎𝑠2 ← map

51 (𝜆⟨𝑑, 𝑚⟩. ⟨𝑑, bound(𝑑) − 𝑚 + 1⟩)
52 𝑎𝑠1 ⊲ Calculate credits that prevent 𝑎𝑠1
53 return 𝑎𝑠2
54 function acquire-credit(𝑎𝑠𝑟 : List[Action])
55 foreach ⟨𝑑, 𝑚⟩ ∈ 𝑎𝑠

56 if holding(𝑑) < 𝑚 then
57 𝑚′← fraction(𝑚 − holding(𝑑))
58 rb request broadcast(Debit(⟨𝑑, 𝑚′⟩𝑟 ))
59 vars:
60 𝑞 ⊲ Priority Queue of credit requests
61 upon rb response deliver(𝑝𝑠 , Debit(𝑎𝑟 ))
62 𝑞 ← 𝑞 + (⟨𝑝𝑠 , 𝑎⟩, 𝑟)

⊲ Add with the identifier 𝑟 as priority
63 upon periodic
64 foreach ⟨𝑝𝑠 , ⟨𝑑, 𝑚⟩⟩𝑟 ∈ 𝑞 ⊲ priority order
65 if active = ⊥ ∨ active ≺ 𝑟 then
66 𝑚 ← min(𝑚, holding(𝑑))
67 withdraw-from-holding(⟨𝑑, 𝑚⟩)
68 p2p request send(𝑝𝑠 , Credit(⟨𝑑, 𝑚⟩))
69 upon p2p response deliver(𝑝𝑠 , Credit(𝑎))
70 deposit-to-holding(𝑎)

The add operation + is lifted to the list of actions: for 𝑎 + 𝑎𝑠, if 𝑎𝑠 includes an action with the same direction as 𝑎,
then the magnitude of 𝑎 is added to that action; otherwise, 𝑎 is appended to 𝑎𝑠.

counter). In the example, at location 𝑙, the request is to move 6 units in the 𝑋+ direction. A request
Move(𝑎𝑟) is processed only when processing of another request is not active (at L. 13). As we saw
in the rule Call of Fig. 5, every call should be permissible at the issuing process. Therefore, as
the first step (at L. 15), the requested action 𝑎 is shrunk so that it does not push the object outside
allowed areas. Alternatively, the action could be rejected.

Next, in order to make the action conflict-synchronizing, the process calls the conflict-sync-credit
function that we considered above (at L. 13) to calculate the credits that it should possess (at L. 16).
The result is the pairs 𝑎𝑠 of direction and magnitude. In Fig. 8, conflict-sync-credit determines that
4 credits in the 𝑌− direction are needed. Then, if the process doesn’t have enough credit for both

Proc. ACM Program. Lang., Vol. 9, No. OOPSLA1, Article 91. Publication date: April 2025.



Hambazi: Spatial Coordination Synthesis for Augmented Reality 91:15

move(<X+, 6>r)

holding = {Y- ↦ 0,
                      X+ ↦ 7,
                      X- ↦ 1, …}
(X, Y) = (1,7) 

conflict-sync-credit 
returns that 4 Y- 
credits needed 

holding = {Y- ↦ 4, …}
(X, Y) = (1,7) 

holding = {Y- ↦ 3, …}
(X, Y) = (1,7) 

Debit(<Y-, 2>)

Debit(<Y-, 2>)

Credit(<Y-, 2>)

Credit(<Y-, 2>)

holding = {Y- ↦ 4,
                      X+ ↦ 7,
                      X- ↦ 1, …}
(X, Y) = (1,7) 

holding = {Y- ↦ 2, …}
(X, Y) = (1,7) 

holding = {Y- ↦ 1, …}
(X, Y) = (1,7) 

holding = {Y- ↦ 0,
                      X+ ↦ 1,
                      X- ↦ 1, …}
kept(r) = {Y- ↦ 4,
                   X+ ↦ 6}
(X, Y) = (7,7) 

<X+,6>

holding = {Y- ↦ 2, …}
(X, Y) = (7,7) 

holding = {Y- ↦ 1, …}
(X, Y) = (7,7) 

<X+,6>

ACK

ACK

holding = {Y- ↦ 4,
                      X+ ↦ 1,
                      X- ↦ 7, …}
(X, Y) = (7,7) 

execute 
move

p

p'

p''

OK

Fig. 8. Run-through of the replication protocol, following the example from Fig. 2.

𝑎 and 𝑎𝑠, it acquires credit from other processes (at L. 17). The function acquire-credit (at L. 54)
takes a list of actions, and for each action ⟨𝑑, 𝑚⟩, if the local holding has less than the required
amount 𝑚, it broadcasts a Debit request to other processes. Each Debit request asks for a fraction
of the missing number of credits. (The fraction function, and further, the number of processes that
the request is sent to are configurable.) In the example in Fig. 8, Debit requests for 2 𝑌− credits
each are sent from 𝑝 to the other processes. When a process receives a Debit(𝑎𝑟) request (at L. 61),
it adds 𝑎 to a priority queue. (The identifier 𝑟 or other properties of the request can serve as the
priority.) Each process periodically traverses its queue in the priority order (at L. 63). It processes a
request ⟨𝑑, 𝑚⟩ with priority 𝑟 if it doesn’t have an active call, or if its active call has lower priority
than 𝑟. If the process doesn’t currently hold the requested number of credits 𝑚 for the direction 𝑑,
it contributes the amount that it holds. It withdraws credit from its local holding, and sends it in a
Credit message to the requesting process. In the example, 𝑝′ and 𝑝′′ both hold a sufficient number
of credits in holding to satisfy the request, so they each send 2 𝑌− credits to 𝑝, and reduce their
holding accordingly. When a process receives a Credit message (at L. 69), it deposits the credit in its
holding. This is shown in the example where 𝑝 updates its 𝑌−holding from 0 to 4 credits. If multiple
processes request credits for the same direction, the process that is requesting the call with the
highest priority gets the credits, and temporarily refuses to release them until it finishes its call.

Next, the process withdraws the credit needed for 𝑎 and 𝑎𝑠 from its own holding (at L. 18). The
function withdraw-from-holding is atomic, and returns only when enough credit becomes available,
and is deducted from the holding. The process keeps the credits 𝑎𝑠 in its kept map (at L. 19 in
Alg. 2), In Fig. 8, 𝑝 transfers 4 𝑌− credits from holding to kept. It deposits them back later once the
action 𝑎 is executed at all processes. The action 𝑎 is then executed to update the location loc (L. 20),
to (𝑋,𝑌) = (7, 7) at process 𝑝 in the example. Then, the action 𝑎 is broadcast to other processes (at
L. 23). In the example, a ⟨𝑋+ , 6⟩ action is broadcast from 𝑝 to the other processes.
As we saw in the rule Prop of Fig. 5, a call received from other processes can be executed only

when it becomes permissible. Therefore, when an action 𝑎𝑟 from another process is delivered (at
L. 26), the process checks that 𝑎 is permissible in the current location loc (at L. 28). If it is not, then
the action 𝑎 together with its sender 𝑠 are added to the set of waiting calls 𝑤 (at L. 29). If the action
is permissible, the process applies it to the current location, and sends an acknowledgment to the
sender (at L. 31-33). This is shown in Fig. 8 where 𝑝′ and 𝑝′′ each update the object’s position to (7, 7)
and send an ACK to 𝑝. Later after 𝑎 is executed at all processes, the sender issues the opposite credit
−𝑎. Therefore, after sending the acknowledgment, the current process conservatively increases the
bound in the opposite direction (at L. 32). The execution of the action can make the waiting actions
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permissible. Therefore, the process iterates over its waiting set, and checks if any other action is
permissible (at L. 34-35). If such an action is found, it is processed (at L. 36-40).

When a process receives an acknowledgment for a request 𝑟 (at L. 41), it increments the number
of acknowledgments for 𝑟 in the map acks. Once acknowledgments for 𝑎 are received from all
processes, the credits that were held in the kept map for conflict-synchronization of 𝑎 are retrieved
and deposited back to the holding (at L. 43-46). This is shown in Fig. 8 when 𝑝 transfers 4 𝑌− credits
from kept back to holding. Further, credit in the opposite direction of 𝑎 with the same magnitude
is issued locally (at L. 47). In the example, the 𝑋− credits in holding increase from 1 to 7, and the
Move is complete. We note that issuing this credit before 𝑎 is executed at all processes compromises
the correctness of the protocol.

pa pb

pc pd

3

1

41

10 10
move(⟨d, 2⟩)

1010

(I)
(II) (III)

(IV)
(V)

(VI)

Fig. 9. Example fault toler-

ance. Arcs show exchanges

between processes

Fault Tolerance. We described above that each process has a
holding of credits. If the process fails, those credits may become inac-
cessible to other processes; thus, some moves may be inhibited. We
now extend the protocol to tolerate faults. We start with an example
execution with four processes 𝑝𝑎 , 𝑝𝑏 , 𝑝𝑐 and 𝑝𝑑 . We consider only
the credits in one direction 𝑑, say right. As Fig. 9 shows, let (I) the
initial holding of each process be 10 for right: init(𝑝𝑎) = 10. (II) The
process 𝑝𝑎 moves 2 steps right, and then broadcasts the move to oth-
ers: moved(𝑝𝑎) = 2. It also has exchanges with other processes: (III) it
receives 3 credits from 𝑝𝑏 , and later (IV) sends 1 credit to 𝑝𝑐 , and (V) 1
credit to 𝑝𝑏 . Then, (VI) 𝑝𝑑 sends 4 credits to 𝑝𝑏 . At this point, 𝑝𝑎 fails.
How can each other process calculate the credits that 𝑝𝑎 had? When a process realizes that 𝑝𝑎 failed,
it can communicate the exchanges that it had with 𝑝𝑎 with other processes. Since 𝑝𝑏 sent 3 credits
to and received 1 credit from 𝑝𝑎 , the net exchange of 𝑝𝑏 with 𝑝𝑎 was exchange(𝑝𝑏 , 𝑝𝑎) = 3 − 1 = 2.
The net exchanges of 𝑝𝑐 and 𝑝𝑑 with 𝑝𝑎 were exchange(𝑝𝑐 , 𝑝𝑎) = −1 and exchange(𝑝𝑑 , 𝑝𝑎) = 0
respectively. The sum of the exchanges is Σ𝑝 exchange(𝑝, 𝑝𝑎) = 2 + (−1) + 0 = 1. Each process
knows that the initial value of 𝑝𝑎 was 10. It also knows that 𝑝𝑎 spent 2 credits for a move, and
that it had a sum of 1 exchanges. Thus, each process can calculate that when 𝑝𝑎 failed, it had
init(𝑝𝑎) − moved(𝑝𝑎) + Σ𝑝 𝑒𝑥𝑐ℎ𝑎𝑛𝑔𝑒(𝑝, 𝑝𝑎) = 10 − 2 + 1 = 9 right credits. There are 3 correct
processes; thus, each takes a share of 3 credits. We note that each process can locally calculate the
credits to be recovered without expensive synchronization.

What happens if 𝑝𝑏 fails too? Then, the processes communicate their exchanges with 𝑝𝑏 as well.
The net exchange of the two correct processes 𝑝𝑐 and 𝑝𝑑 with 𝑝𝑏 was 0 and 4 respectively. The net
exchange of 𝑝𝑐 and 𝑝𝑑 with 𝑝𝑎 was -1 and 0 respectively. The exchanges between failed processes
𝑝𝑎 and 𝑝𝑏 are not available. We consider the credits that the two failed processes 𝑝𝑎 and 𝑝𝑏 had
together as a whole; therefore, we don’t need to consider the individual exchanges between them.
The correct processes 𝑝𝑐 and 𝑝𝑑 had a net exchange of 0 + 4 + (-1) + 0 = 3 with failed processes.
The sum of their initial credits was 20, and 𝑝𝑎 moved 2 steps. Thus, each process can calculate that
𝑝𝑎 and 𝑝𝑏 had 20 - 2 + 3 = 21 credits. The 9 credits from 𝑝𝑎 were already recovered. Thus, the new
credits to be recovered are 21 - 9 = 12. Each correct process takes a share of 12 / 2 = 6 credits.
We now present the fault tolerance protocol to recover the credits that failed processes held.

Following a similar argument as the CAP theorem [32], in a partially synchronous network that
can be partitioned for an unbounded amount of time, it is impossible to both make the credits of
failed processes available, and preserve the bound on the number of credits. In fact, since delays are
unbounded, if a heartbeat does not arrive, the process cannot decide whether the other process failed,
or the network just partitioned. For co-located AR users that are connected via a local network, the
message transmission time can be bounded. This leads to a synchronous network where heartbeat
messages can implement a failure detector: if a process fails, it eventually informs every correct
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Algorithm 3: Fault Tolerance
71 sub-protocol:
72 fd : FailureDetector
73 vars:
74 ℱ ⊲ Failed processes
75 ⊲ 4 maps from a process 𝑝 and a direction 𝑑:
76 init(𝑝)(𝑑)
77 ⊲ initial # of credits that 𝑝 has for 𝑑.
78 moved(𝑝)(𝑑), opposite(𝑝)(𝑑)
79 ⊲ # of credits that 𝑝 spent for move in 𝑑.
80 ⊲ # of opposite credits that 𝑝 issued in 𝑑.
81 sent(𝑝)(𝑑), received(𝑝)(𝑑)
82 ⊲ exchange of self with 𝑝 for 𝑑.
83 exchange(𝑝)(𝑝′)(𝑑)
84 ⊲ net exchange of 𝑝 with 𝑝′ for 𝑑.
85 lrc ⊲ last recovered credits

86 after executing received action 𝑎 = ⟨𝑑, 𝑚⟩ from
sender 𝑝𝑠 (after L. 31 and L. 36):

87 moved(𝑝𝑠 )(𝑑) ← moved(𝑝𝑠 )(𝑑) + 𝑚

88 opposite(𝑝𝑠 )(−𝑑) ← opposite(𝑝𝑠 )(−𝑑) + 𝑚

⊲ −𝑑 is opposite of 𝑑
89 after sending credit 𝑎 = ⟨𝑑, 𝑚⟩ to process 𝑝𝑠
(after L. 68):

90 sent(𝑝𝑠 )(𝑑) ← sent(𝑝𝑠 )(𝑑) + 𝑚

91 after receiving credit 𝑎 = ⟨𝑑, 𝑚⟩ from process
𝑝𝑠 (after L. 70):

92 received(𝑝𝑠 )(𝑑) ← received(𝑝𝑠 )(𝑑) + 𝑚

93 upon fd response Fail(𝑝)
94 ℱ ← ℱ ∪ {𝑝}
95 𝑒 ← sent(𝑝) − received(𝑝)
96 rb request broadcast(Exchange(𝑝, 𝑒))
97 upon rb response deliver(𝑝, Exchange(𝑝′, 𝑒))
98 r-exchange(𝑝)(𝑝′) ← 𝑒

99 𝒞 = Π \ ℱ ⊲ Correct processes
100 if ∀𝑝 ∈ 𝒞 , 𝑝′ ∈ ℱ . exchange(𝑝)(𝑝′) ≠ ⊥

then
101 wait until Δ is passed since the last fail
102 rc← Σ𝑝′∈ℱ (init(𝑝′)
103 −moved(𝑝′) + opposite(𝑝′) +
104 Σ𝑝∈𝒞 exchange(𝑝)(𝑝′))

⊲ recovered credits.
⊲ The operator + is overloaded on maps
from directions 𝑑 to # of credits.

105 nrc← rc − lrc ⊲ new recovered credits
106 lrc← rc ⊲ save last recovered credits
107 𝑠 ← nrc / |𝒞| ⊲ This process’ share
108 holding← holding + 𝑠

71 sub-protocol:
72 fd : FailureDetector
73 vars:
74 ℱ ⊲ Failed processes
75 ⊲ 4 maps from a process 𝑝 and a direction 𝑑:
76 init(𝑝)(𝑑)
77 ⊲ initial # of credits that 𝑝 has for 𝑑.
78 moved(𝑝)(𝑑), opposite(𝑝)(𝑑)
79 ⊲ # of credits that 𝑝 spent for move in 𝑑.
80 ⊲ # of opposite credits that 𝑝 issued in 𝑑.
81 sent(𝑝)(𝑑), received(𝑝)(𝑑)
82 ⊲ exchange of self with 𝑝 for 𝑑.
83 exchange(𝑝)(𝑝′)(𝑑)
84 ⊲ net exchange of 𝑝 with 𝑝′ for 𝑑.
85 lrc ⊲ last recovered credits

86 after executing received action 𝑎 = ⟨𝑑, 𝑚⟩ from
sender 𝑝𝑠 (after L. 31 and L. 36):

87 moved(𝑝𝑠 )(𝑑) ← moved(𝑝𝑠 )(𝑑) + 𝑚

88 opposite(𝑝𝑠 )(−𝑑) ← opposite(𝑝𝑠 )(−𝑑) + 𝑚

⊲ −𝑑 is opposite of 𝑑
89 after sending credit 𝑎 = ⟨𝑑, 𝑚⟩ to process 𝑝𝑠
(after L. 68):

90 sent(𝑝𝑠 )(𝑑) ← sent(𝑝𝑠 )(𝑑) + 𝑚

91 after receiving credit 𝑎 = ⟨𝑑, 𝑚⟩ from process
𝑝𝑠 (after L. 70):

92 received(𝑝𝑠 )(𝑑) ← received(𝑝𝑠 )(𝑑) + 𝑚

93 upon fd response Fail(𝑝)
94 ℱ ← ℱ ∪ {𝑝}
95 𝑒 ← sent(𝑝) − received(𝑝)
96 rb request broadcast(Exchange(𝑝, 𝑒))
97 upon rb response deliver(𝑝, Exchange(𝑝′, 𝑒))
98 r-exchange(𝑝)(𝑝′) ← 𝑒

99 𝒞 = Π \ ℱ ⊲ Correct processes
100 if ∀𝑝 ∈ 𝒞 , 𝑝′ ∈ ℱ . exchange(𝑝)(𝑝′) ≠ ⊥

then
101 wait until Δ is passed since the last fail
102 rc← Σ𝑝′∈ℱ (init(𝑝′)
103 −moved(𝑝′) + opposite(𝑝′) +
104 Σ𝑝∈𝒞 exchange(𝑝)(𝑝′))

⊲ recovered credits.
⊲ The operator + is overloaded on maps
from directions 𝑑 to # of credits.

105 nrc← rc − lrc ⊲ new recovered credits
106 lrc← rc ⊲ save last recovered credits
107 𝑠 ← nrc / |𝒞| ⊲ This process’ share
108 holding← holding + 𝑠

process, and it informs about the failure of a process only if it has failed. The protocol presented
in Alg. 3 uses a failure detector sub-protocol. Each process stores the set of processes that he is
informed to have failed ℱ . It also stores several maps: (1) init(𝑝)(𝑑): the initial number of credits
that process 𝑝 has for direction 𝑑. Each process is initialized with the init map. (2)moved(𝑝)(𝑑): the
number of credits that 𝑝 spent for moves in direction 𝑑. (3) opposite(𝑝)(𝑑): the number of opposite
credits that 𝑝 issued in direction 𝑑. After a process receives and executes an action 𝑎 = ⟨𝑑, 𝑚⟩ from
sender process 𝑝𝑠 (at L. 31 and L. 36), it increases bothmoved(𝑝𝑠)(𝑑) and opposite(𝑝𝑠)(−𝑑) by 𝑚 (at
L. 87-L. 88). The opposite of direction 𝑑 is −𝑑. (3) sent(𝑝)(𝑑) and received(𝑝)(𝑑): the exchange that
the current process had with 𝑝 for 𝑑. After a process sends a credit 𝑎 = ⟨𝑑, 𝑚⟩ to a process 𝑝𝑠 (at
L. 68), it increases sent(𝑝𝑠)(𝑑) by 𝑚 (at L. 90). Dually, after a process receives a credit 𝑎 = ⟨𝑑, 𝑚⟩
from a process 𝑝𝑠 (at L. 70), it increments received(𝑝𝑠)(𝑑) by 𝑚 (at L. 92).
When a process is informed of the failure of 𝑝 (at L. 93), it adds 𝑝 to the set of failed processes
ℱ , and broadcasts the net exchange that it has had with 𝑝. When a process receives the remote
exchange 𝑒 of a process 𝑝 with a process 𝑝′ (at L. 97), it stores it as r-exchange(𝑝)(𝑝′) (at L. 98). The
exchanges of correct processes with failed processes are collected once the entries r-exchange(𝑝)(𝑝′)
are populated for correct process 𝑝 and each failed process 𝑝′ (at L. 100). In order to make sure that
reliable broadcast has delivered all the pending messages from failed processes, the process first
waits until a period Δ is passed since it was informed of the last failure (at L. 101).1 It then calculates
the credits to be recovered rc as the sum of the initial credits of failed processes minus the credits
they spent for moves plus the opposite credit they issued plus the sum of collected exchanges (at
L. 102). (In the Appendix, Lemma 9.10, we proved that this sum is the amount of credit that is held

1To deliver even in a chain of 𝑛 − 1 failures, Δ is (𝑛 − 1) × 𝛿 where 𝛿 is the bounded message transmission time.
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by failed processes.) Each process stores the last recovered credits lrc. The new recovered credits
are the difference of rc and lrc. Correct processes take equal shares, and add them to their holding.

Correctness. In the Appendix, § 9.2, we capture the protocol as a transition system Ω1 ⇒ Ω2,
and prove that it refines the well-organization semantics𝑊0 →𝑊 . The immediate result of the
refinement is trace inclusion: every trace of the protocol is a trace of the semantics.

Theorem 4.1 (Trace Inclusion). For all Ω and 𝜏, if Ω0
𝜏
⇒∗ Ω, then there exists 𝑊 such that

𝑊0
𝜏
→∗ 𝑊 .

Let us intuitively consider how a refinement holds. A Call step is taken in the Move(𝑎) request
handler when themovemethod is locally executed (at L. 20). A Prop step is taken in the deliver(𝑠, 𝑎)
response handler when the move method is remotely executed (at L. 31 and L. 36). We show
that these rules are enabled at these lines. For a Call step, permissibility holds directly by the
preceding make-permissible function call (at L. 15). For a Prop step, permissibility holds directly
by the preceding if statements (at L. 28 and L. 35). Further, the protocol trivially satisfies the two
conflict-synchronization conditions CallSComm and PropSComm since by Lemma 4.1, AR-App is
state-commutative.
We now show that the condition CallIComm is satisfied when a Call step is taken: we show

that the PRCommAll condition holds firstly, for the call 𝑐 itself, and then for the pending calls.
The protocol executes the call 𝑐 = move(𝑎) at a process 𝑝 (at L. 20) only after calculating the
conflict-synchronizing credits (at L. 16), and acquiring, withdrawing and keeping them (at L. 17-
L. 19). These credits prevent calls that 𝑐 cannot invariant-commute with respect to. The call 𝑐 can
invariant-commute with any number of calls that can be executed with the remaining credits in
any order. Let 𝐴 be the set of calls that are executed at other processes but not the current process
𝑝, and let 𝐶 be a subset of 𝐴. For example, in Fig. 7(a) and (b), the set of calls executed at 𝑝′ but
not 𝑝 is 𝐶 = {𝑐′1 , 𝑐′2}. The call 𝑐 can invariant-commute with any composition 𝑐′ of 𝐶, i.e., 𝑐 ⊲𝜎ℐ 𝑐′.
Therefore, the condition PRCommAll holds for 𝑐.

Further, as we saw in Fig. 7(d) that when a Call step is taken, it should keep the PRCommAll

condition for other pending calls as well. When the call 𝑐′ is executed at the current process 𝑝′ (at
L. 20), consider a pending call 𝑐 at another process 𝑝 that is not yet propagated to a process 𝑝′′. We
show by contradiction that the call 𝑐 invariant-commutes with 𝑐′. Otherwise, if 𝑐 invariant-conflicts
with 𝑐′, then 𝑐 has acquired enough credit to prevent the execution of 𝑐′. A process releases acquired
credit (at L. 46) after receiving acknowledgment from all processes (at L. 43). Since 𝑝′′ has not yet
received 𝑐 (at L. 31 or L. 36), it has not sent an acknowledgment to 𝑝 (at L. 33 or L. 38). Therefore, 𝑝
has not released the credits yet. The protocol executes 𝑐′ at 𝑝′ only after acquiring and withdrawing
credit for 𝑐′ itself (at L. 17-18). Therefore, the call 𝑐′ is not executed which contradicts the initial
assumption. Thus, the call 𝑐 invariant-commutes with 𝑐′. Thus, when a Call step is taken, the
condition PRCommAll is maintained for other pending calls as well.

5 Evaluation
In this section, we detail and evaluate our implementation, which we call Hambazi.

5.1 Implementation
We implemented theHambazi runtime in Java with the Android framework, and the application was
developed based on Google’s ARCore SDK CloudAnchor demo app [34]. We used Python Z3 SMT
solver API [25] to implement the static calculation in order to find conflicting actions. Specifically,
given an AR board and its restricted zones, we use the solver to determine the conflicting actions
for the current location 𝑙 of the virtual object and an action 𝑎. As described in § 4, Hambazi inputs
the constraints in Eq. 1 to the solver and finds the minimal conflicting actions. It repeats this
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for each location 𝑙, and action 𝑎 in each direction, to generate a JSON table of conflicts that it
queries at runtime. Our experiments showed that naively generating the table by calling the solver
exhaustively for all possible locations and combinations of other actions is time-consuming. To
accelerate the calculation of the table, Hambazi makes several optimizations. First, the actions
of a potentially conflicting sequence might be infeasible due to the bounded nature of other
requests. With the knowledge of human finger tapping frequency [86], the number of users, and the
magnitude of their actions, we can bound the possible actions of other users. Therefore, other users’
aggregated actions may not be large enough to cause a conflict, so we can avoid acquiring credit
for such infeasible conflicting sequences. Second, for simple topologies (e.g., a single restricted
zone), we notice that conflicting actions follow simple algebraic rules. Thus, we compute these
actions directly from these rules instead of calling the solver. As a sanity check, we compared the
solver’s results to the rules’ results, and confirmed that they matched perfectly. For more complex
topologies (e.g., with multiple restricted zones), we use the algebraic rules wherever possible, and
the solver only in intermediate regions that are in the vicinity of more than one restricted zone.
More details of these calculations are available in the Appendix (§ 10).

5.2 Experimental Results
We evaluate Hambazi, seeking to answer the following questions:
• How is AR user experience in terms of latency, and how recent is her local view in terms of the
virtual object’s position? (§ 5.3)
• How well does the system handle an increasing volume of user actions (§ 5.4), and increasing

number of users (§ 5.5)?
• How do different topologies (e.g., with more, irregular or moving restricted zones) impact the

amount of coordination needed and hence system performance? (§ 5.6)
• If users have different network latencies, do they experience fairness in terms of how long it

takes their actions to be viewed by other users? (§ 5.7)
• What is the impact of failures on the system in terms of latency and throughput? (§ 5.8)

(a) Experiment setup (b) Device screenshot

Fig. 10. Example setup with 5 devices, manip-

ulating the same virtual object (green charac-

ter). Restricted zones are outlined in red, and

AR board boundaries are outlined in green.

Setup. As Fig. 10 shows, the experiments were con-
ducted with up to 7 Android smartphones (a mix of
Google Pixel 4, 5, and Samsung S10 devices) as replicas in
a set of 3D AR game boards with restricted zones shown
in Fig. 14b, including one with a moving restricted zone.
During a 5-minute trial, each device continuously calls
move(𝑎) to modify the same virtual object’s position
(the green character in Fig. 10b) with an action 𝑎 in ran-
dom direction (up, down, left, right, inward, outward)
and magnitude (uniformly between [0%, 5%] of the total
board width and length), with call frequency following
an exponential distribution with a mean inter-arrival time of 140 milliseconds by default. 140 ms
was chosen because the finger tapping frequency of humans is around 5.62 Hz (178 ms) [86]. The
credits are initially distributed equally. Credit requests for 100% of the needed credits are sent to
(𝑁 + 1)/2 of the devices (these parameters are set based on our empirical evaluations that are
available in the Appendix, § 10). Each experiment was performed 3 times. Devices communicate
over WiFi with TCP connections. The experiments were conducted on a home WiFi network with
an average download (upload) bandwidth of 340 (10) Mbps, and an average round trip time (RTT)
of 187 ms with a standard deviation of 143 ms between a pair of devices.
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Baselines. We compare Hambazi with three baselines. (1) Hamsaz (well-coordination [40]) uses
total-order-broadcast to deliver conflicting calls (such as AR move calls) in the same order to all
processes. To runHamsaz on Android, we modified MicroRaft [30], an open-source implementation
of Raft [72] with minimal dependencies on external libraries. The expected latency is at least 2
RTT between devices (one RTT for the device that issues a call to send it to the leader, and the
leader to broadcast it to all devices, plus one RTT for the leader to gather the majority responses
and then broadcast the result to all devices). (2) Netcode is a set of principles used by major game
engines, such as Unity, that rely on a host to receive and reconcile client actions [31, 90]. We
adopted client-hosted network architecture, where one client acts as the host, and call results are
immediately displayed and possibly rolled back later (reconciled) if conflicts are discovered later by
the host. The latency for a call to be confirmed with the host is at least 1 RTT between devices.
(3) Finally, Firestore is a server-based approach that relies on black box transaction services
provided by the Google Cloud Firestore database [35]. This baseline is the default implementation
in Google’s AR demo apps. To preserve the integrity property, calls are sent to Firestore as atomic
transactions. A call succeeds in overwriting the object’s position in the database only if no other
device has updated the position in the interim. Thus the expected latency for each call is at least 1
RTT between the Firestore server and the device, plus the server-side processing delay.
Evaluation metrics. We evaluate Hambazi in terms of several measures of AR user experience.

The latency of a call measures the time spent between when a device submits a call to move the
virtual object until the movement (which respects integrity) is confirmed and rendered on display.
The location staleness measures the distance between virtual object’s local position and an “oracle”
view, and is represented as a percentage of the AR board length. By “oracle” view, we refer to a
hypothetical system that instantaneously accepts and propagates all devices’ calls in the order they
are issued. Finally, we evaluate the throughput of the system, indicating the rate with which the
system can successfully process calls (without dropping them). The full-sized plots of all results in
subsequent subsections and additional 2D AR game boards results are in the Appendix (§ 11).

5.3 Latency, Location Staleness, and Throughput
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Fig. 11. Compared to baselines, Hambazi has lower

latency 90% of the time, and the lowest location stal-

eness. (Full-sized plots are in the Appendix Fig. 24.)

We first evaluate the key metrics of latency, lo-
cation staleness, and throughput. We focus on
the “Middle3D” board topology (Fig. 14b); results
for other boards are similar and are available in
the Appendix, Fig. 31-33. Fig. 11a shows the cu-
mulative distribution function (CDF) of the la-
tency. Hambazi (with an average/median latency
of 119.8/53.0 ms) outperforms the Netcode and
Hamsaz baselines (with average/median latency
of 172.3/142.0 ms and 260.7/237.0 ms, respectively)

90% of the time, which is a reduction of the average latency by 30.5% and 54.1% respectively. Ham-
bazi avoids communication by performing local actions as often as possible (46.4% of the actions),
resulting in nearly zero latency for those local actions. Note that for Netcode, the latency is for the
result to be confirmed by the host. Alternatively, actions could be immediately applied resulting in
a lower display latency (9.7 ms) but such actions may violate the integrity property and expose
rollbacks to AR users. For the Firestore baseline, due to transaction contention on the server, the
latency is significantly higher, with an average/median latency of 1033.5/369.0 ms and a long tail
of up to 13 seconds. For location staleness in Fig. 11b. Hambazi (with average/median location
staleness of 0.67%/0.0% of the board) keeps the users’ local views best synchronized. Compared
to Netcode and Hamsaz, Hambazi reduces location staleness by an average of 36.8% and 35.6%
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respectively. In terms of absolute numbers, 1.0% corresponds to a physical distance of 2 cm, which
is within the error range currently seen in off-the-shelf server-based AR [78].

In terms of system throughput,Hambazi successfully completes all calls whileNetcode,Hamsaz,
and Firestore baselines tend to drop a small number of calls, with 0.3%, 0.3%, and 0.6% unfinished
calls per minute respectively. (The plots are available in the Appendix, Fig. 24c.) We also experi-
mentally verified that the integrity and convergence properties are satisfied except for Netcode,
when it is allowed to roll back.

5.4 Impact of Request Load
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Fig. 12. Varying the mean inter-arrival times from light load (210

ms) to intense load (70 ms). Even with the intense load, Hambazi

yields the lowest latency 70% of the time and finishes all calls.

(Full-sized plot is available in the Appendix, Fig. 26.)

Next, we study the impact of the re-
quest load by varying the mean inter-
arrival call time from 70 ms (intense
load) to 140 ms (moderate load), to
210 ms (light load). As Fig. 12a shows,
Hambazi outperforms Hamsaz and
Netcode 72% and 70% of the time, re-
spectively, withHambazi having ame-
dian latency of 92.0 ms vs. 206.0 ms
and 161.0 ms for the two baselines un-
der the intense load. Firestore has difficulty handling the contention and has a median latency of
257.0 ms. This is because Firestore’s ordering of conflicting action calls causes a sequential wait
for the older actions to be finished. Increasing load impacts Hambazi minimally with a slightly
longer tail up to around 1700 ms under the heaviest load.
In Fig. 12b, even with the intense load, Hambazi outperforms the system throughput of all the

baselines.Hambazi can maintain the service and finish all calls, whileHamsaz andNetcode cannot
complete 0.2% of the calls. Even with the higher loads, Hambazi can finish almost all calls since
pending actions can be batch-processed as other actions are issued. Also, due to the calls being
issued continuously (based on the inter-arrival time), there is idle time in between for the system to
process the pending calls. However, Firestore fails to complete 27.8% of the requested calls, due to
the high read-then-modify contention on the server. For location staleness, even with the intense
load, Hambazi outperforms all the baselines. (The plot is available in the Appendix, Fig. 26b.)

5.5 Scalability
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Fig. 13. With an increase of devices

issuing calls, Hambazi still benefits

from conflict-free actions and re-

sults in the lowest latency. (Full-

sized plot is available in the Appen-

dix, Fig. 28.)

In this subsection, we examine the scalability of Hambazi as
more devices join the AR session and issue calls. In Fig. 13, we
plot the median latency for different numbers of users (1 to
7) participating in the session. (Note that Hamsaz requires at
least two devices in order to perform the leader election, as
does Netcode for the host-client architecture.) The results show
that Hambazi’s latency remains stable, with a median latency
of under 135.0 ms even with 7 devices. For the case of 1 device,
all the actions are conflict-free and have a median latency of
8.0 ms for Hambazi, corresponding purely to computation and
not communication time. In contrast, with 2 or more devices,
Netcode requires 1 RTT and has a median latency between 137
to 160 ms while Hamsaz requires at least 2 RTT to commit an
action, resulting in a median latency between 207 to 280 ms. The latency for Hamsaz slightly
decreases from 2 to 3 devices because the Hamsaz leader can process calls in batches if it receives
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them while waiting for a majority to respond to the previous call. Therefore, for a fixed inter-
arrival time, when more users issue calls, more calls can be batched, yielding slightly lower latency.
However, these benefits subside as the number of users grows to 7.
Our experiments also show that as the number of devices increases, Hambazi and Hamsaz

slightly increase location staleness, but keep it under 1.0%, and Hambazi is more accurate. On
the other hand, Netcode increases up to 1.5% as users make tentative local moves. (The plots for
location staleness and throughput are available in the Appendix, Fig. 28b.)

5.6 Impact of Board Topology

100 101 102 103 104
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NETCODE
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(a) Latency

Middle3D

DynDmic3D

Corner3D

TriDngle3D

(b) Boards

Fig. 14. Board topology affects the amount of conflict-free

actions, but even for more challenging boards, Hambazi out-

performs the latency of the baselines. (Full-sized figure is

available in the Appendix, Fig. 30.)

We examine the impact of different board
topologies on performance, as some topolo-
gies may require more coordination, im-
pacting performance. We experiment with
four sample 3D AR boards (200 cm x 200
cm x 200 cm) with different shapes of
the restricted zones, shown in Fig. 14b.
Boards with more space between restricted
zones tend to be more difficult because
movements in that space often require
acquiring credit in orthogonal directions.
We also include one dynamic board where
the restricted zone moves back and forth
horizontally at a constant speed (5 cm/s), simulating the scenario where a virtual object should not
intersect with a moving object/person. To account for a moving zone, Hambazi predicts the future
location of the zone, and acquires credits accordingly. Since the time to acquire credits may vary, it
reconsiders the location of the zone right before taking action. Similar results with five additional
2D topologies are presented in the Appendix, Fig. 33, 34.

Table 1. The time to generate

the table with Z3 SMT solver

and algebraic rules.

Topology
(Fig. 14b)

Optimized
time

Middle3D 6 hrs
Corner3D 6 hrs
Dynamic3D
(1 frame)

2 hrs

Triangle3D 26 mins

As Fig. 14a shows,Hambazi improves latency even for challenging
topologies since it avoids communication for conflict-free actions.
The Middle3D topology, which benefits from 46.4% conflict-free ac-
tions, yields a median latency of 53.0 ms. The Triangle3D topology
has the most conflict-free actions among all topologies, at 75.8%, and
is the easiest topology; therefore, it has a median latency of 5.0 ms.
Since Netcode, Hamsaz and Firestore do not benefit from conflict-
free actions, the topology difficulty does not impact them, yielding
a median latencies 86.0, 143.0, and 170.0 ms, respectively, which are
higher thanHambazi’s. Considering location staleness, more difficult
boards generally have higher location staleness, across the three methods. However, the location
staleness of all topologies are all under 4% with only small differences between board topologies.
The throughput of all three methods for different board topologies behaves similarly, with Hambazi
finishing all calls while Netcode and Hamsaz have 0.3-0.4% and Firestore has 0.2-0.8% unfinished
calls. (The plots are in the Appendix, Fig. 30-31.)

Finally, we report on the offline computation time for our solver optimizations (§ 5.1) to generate
the conflict table for each board topology. Although we calculate accurate conflicts for each location,
we note that precision can be traded for speed by conservatively calculating conflicts for subspaces
rather than individual locations. This table is computed statically only once, and is then queried
repeatedly at runtime, alongside the algebraic rules described in § 5.1.
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5.7 Impact of Network Latency
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Fig. 15. Slower networks impact

baselines, while Hambazi achieves

a median latency of 67.3 ms. (Full-

sized plot is available in the Appen-

dix, Fig. 35.)

We seek to understand the impact of slower networks on action
latency, both when devices have homogeneous and heteroge-
neous network latencies. To systematically evaluate the impact
of networks, we simulate controlled network environments. The
simulator uses the same Java code as the Android app, running
each client as a separate process on a local machine, and replac-
ing WiFi communications with an emulated link to match the
RTT statistics from the previous experiments, which had a mean
RTT of 20 ms with a standard deviation of 100 ms labeled as “1x
RTT” in the following experiments.

Homogeneous network latencies. Fig. 15 shows the impact of increasing the mean RTT from 0.1x
up to 5x with the median latency. The results show thatHambazi still benefits from the conflict-free
actions and is less impacted by network RTT, achieving a median latency of 67.3 ms even with 5x
RTT. In contrast, Netcode and Hamsaz have greater reliance on the network, and their median
latency grows as the network RTT increases.
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Fig. 16. Device0 has slower net-

works. Hambazi is less impacted by

network heterogeneity, while Net-

code and Hamsaz have up to 1.6x

and 1.5x of the latency for Device0

compared to other devices. (Full-

sized plot is in the Appendix, Fig. 37.)

Heterogeneous network latencies. We seek to understand the
fairness of the latencies experienced by the devices when one
of the devices has poor network conditions. In this experiment,
Device 0 has an average RTT of 200 ms (corresponding to the 10x
RTT setting) while the others remain at 20 ms (corresponding
to the 1x RTT setting). In Fig. 16, we present the median latency
of performing an action from each device’s perspective. In Ham-
bazi, all devices have around 50 ms median latency. Hambazi
benefits from conflict-free actions to avoid communication, and
thus, is less affected by heterogeneous RTT. In contrast,Netcode
and Hamsaz have a substantially higher median latency, with a
greater disparity between Device 0 and the other devices, indi-
cating greater unfairness. Note that Device 2 is the leader/host
device in the Hamsaz/Netcode. Therefore, Device 2 has a lower
median latency with Hamsaz and display latency with Netcode.

5.8 Fault Tolerance
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Fig. 17. Hambazi continues operations in the presence of failures.

The overall latency is not affected, with slightly longer tails depend-

ing on the pre-configured recovery wait time. Throughput decreases

because failed devices cannot contribute calls. (Full-sized plots are

in the Appendix, Fig. 39.)

Finally, we evaluate the impact of
device failures on Hambazi com-
pared to Hamsaz. (Netcode does
not have a built-in failure recov-
ery mechanism.) Both Hambazi and
Hamsaz trigger a failure detector
every 10 seconds. The configurable
wait period Δ of Alg. 3 is set to 4
seconds. During the 5-minute trial
in Middle3D topology, we suspend
different combinations of devices
to simulate failure. Specifically, we
suspended 1 or 2 devices midway
through a trial, denoted as “1 Failure” and “2 Concurrent Failures”. We suspended 1 device midway
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and the second device 90 seconds later, denoted as “2 Independent Failures” in Fig. 17. For compari-
son, we suspended either a leader or follower device while running Hamsaz, marked as “Leader
Failure” and “1 Follower Failure”. Additionally, we suspended two devices simultaneously: either
two followers (“2 Conc. Followers”) or the leader and a follower (“2 Conc. (1 Leader 1 Follower)”).
We also tested the same setup for two independent failures, denoted as “2 Indept. Followers” and “2
Indept. (1 Leader 1 Follower)”.
As Fig. 17a shows, Hambazi’s latency is generally not greatly impacted by failures, because it

does not pause system operation when failures are present, and devices can still perform local
actions during recovery. Further, since failures reduce the total number of devices present, the
remaining devices have more credits on hand, and gathering credits becomes easier. Therefore the
fraction of local actions increases, e.g., from 46.6% (no failures) to 54.4% (2 concurrent failures),
resulting in slightly improved latency in Fig. 17a. However, the presence of failures results in a
longer tail of up to 11 seconds, due to conflicting actions that are issued when failures occur and
cannot be executed before failures are detected and recovered. For example, the maximum latency
is 2141.0 ms in the no failure case, versus a higher maximum of 11.13 s with 2 concurrent failures.
The throughput of Hambazi in Fig. 17b decreases with more failures, because failed devices cannot
process calls. (Results for other boards are similar and available in Appendix, Fig. 40-Fig. 47.)
In contrast, when the leader device in Hamsaz fails, the system becomes unavailable for at

least 3 seconds until a new leader is re-elected. Requested actions cannot be processed during this
interval, resulting in a decreased throughput in Fig. 17b. Similarly, suspending a follower impacts
the throughput since the follower is unable to contribute calls to the system. Regarding latency,
Fig. 17a captures the latency of the calls processed when a correct leader is present, and thus it
remains 2 RTT even with failure cases.

6 Related Work
Coordination in AR and Games. Approaches in practice typically involve centralized coor-
dination in the cloud and optimistic concurrency models. Popular game engines like Unity [90]
follow netcode principles [31, 91], where clients make local actions (e.g., updating hit points, player
movements) and roll back if conflicts are discovered later at the central server. However, such
rollbacks can be detrimental to user experience. For AR, Microsoft Hololens [63] and Google
ARCore/Firebase [34, 35] follow optimistic concurrency models, where the first write wins, and
other replicas must refresh their state before re-trying a write. However, such approaches are
insufficient because AR application cannot tolerate high latencies from communication with the
cloud or contention in optimistic concurrency models. In contrast, Hambazi uses a peer-to-peer
coordination-avoiding protocol with formal guarantees of convergence and integrity.
Several works avoid cloud communication and propose peer-to-peer systems for massively

multiplayer online games [11, 12, 43]. These works focus on system design, and interest management
techniques that only propagate objects/player updates to relevant replicas. Our protocol coordinates
the updates within a given interest set defined by such works. Nomad [37] proposes consensus for
latency-sensitive applications but conservatively requires total ordering, and adjusts the leader
in a Paxos-like approach, and thus cannot enjoy speedups from local operations as in Hambazi.
DyConits [27] takes inspiration from TACT [98] and designs centralized coordination protocols for
virtual environments, but only handles synchronization after all calls are accepted. This is unlike
our work that determines and prevents conflicting calls. Finally, none of the above works account
for AR-specific properties such as its restricted play areas.

Replicated Data Types. Consensus and total-order broadcast protocols [24, 28, 48, 70, 72, 73]
provide strong consistency [38, 74]. However, practitioners [23, 47, 75, 92] soon realized that they
do not provide the required low latency [2, 14, 15] for industrial applications, and opted for relaxed
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notations of consistency. On the other hand, the large collection of relaxed consistency notions
[83] can be more efficiently provided [49, 76]. However, the safety of replication on top of these
notions is more subtle. Convergent and Commutative Replicated Data Types (CRDTs) [84, 85] and
similar notions [3, 46, 80] formally define replicated data types that eventually converge. Followup
works define specifications for the functional correctness of these types [56, 93], their composition
[22, 61, 94], and verification [13, 18, 29, 33, 59, 65, 66, 68, 69, 88, 99, 100]. They were later followed
by more expressive convergent types such as cloud, mergeable, and reactive types [16, 17, 42, 42, 64].
In this paper, we proved that well-organization guarantees convergence as well.
In addition to convergence, integrity is an important required property. Certain operations

[5, 67] can preserve integrity under relaxed consistency, while others [6] need strong consistency.
Therefore, several hybrid models including IPA [7], Sieve [52–54], Indigo [8, 9], CISE [36], Quelea
[87], Carol [51], Hamsaz (well-coordination) [40, 41, 55], ECRO [26] and ConSysT [44] consider
the semantics of each operation to execute it under either relaxed or strong consistency. Well-
organization that this paper presents is inspired bywell-coordinationwith two important differences
(described in § 3) that are crucial to support more local executions, and lower latency. In particular,
the above models define the notion of conflict conservatively for all states. In contrast, well-
organization is based on a local notion of conflict for the current state. Further, this paper presents
a credit-based protocol to implement well-organization that further supports local execution of
even conflicting operations.

Escrow and reservation mechanisms [10, 39, 45, 71, 77, 79, 97] split resources between processes
that each can locally consume without violating integrity. Similarly, our protocol uses credits to
enforce limits for each spatial direction. However, not entering the restricted zones is an integrity
property on the values of multiple dimensions. Multiple separate bounded counters from previous
works would be insufficient to enforce it: concurrent moves in different directions can misplace
the virtual objects, as illustrated through the example in § 2. This paper presents a protocol that
considers conflicting actions across counters (directions), and acquires credit from other counters to
prevent conflicts. Escrow has been generalized to logical assertions and locks [8, 57, 60, 81, 95, 96] to
accelerate storage systems. Each process preserves a predicate that restricts its state to a subspace;
if a process finds that it cannot execute an operation without violating its predicate, it performs
a global synchronization across processes and installs new predicates. This paper avoids global
synchronization: for a given operation, a process acquires enough credit such that other processes
are unable to violate integrity. Finally, in contrast to this paper, previous works did not consider
fault tolerance and recovery of escrows, or assumed that the hosting data centers [8, 81] maintain
the stability of each replica.

7 Conclusions
This paper posed the new problem of multi-user spatial coordination for AR capturing their in-
tegrity, convergence, and latency requirements. In particular, a virtual object should respect spatial
boundaries. The paper introduced well-organized replicated data types to meet these requirements,
supporting low latency through a local notion of conflict. The paper then develops a credit scheme
and replication protocol that formally implements well-organized virtual objects. It further presents
a tool that, given an AR environment, applies constraint solvers to automatically derive conflicts,
and instantiates the replication protocol to synthesize custom correct-by-construction coordina-
tion. Empirical evaluation on Android devices demonstrates significant improvements in latency,
staleness, throughput, and scalability compared to baselines from the literature and from practice.
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